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Abstract. The P300 Speller has proven to be an effective paradigm for brain-
computer interface (BCI) communication. Using this paradigm, studies have 
shown that a simple linear classifier can perform as well as more complex 
nonlinear classifiers. Several studies have examined methods such as Fisher’s 
Linear Discriminant (FLD), Stepwise Linear Discriminant Analysis (SWLDA), 
and Support Vector Machines (SVM) for training a linear classifier in this con-
text. Overall, the results indicate marginal performance differences between 
classifiers trained using these methods. It has been shown that, by using an en-
semble of linear classifiers trained on independent data, performance can be 
further improved because this scheme can better compensate for response vari-
ability. The present study evaluates several offline implementations of ensem-
ble SWLDA classifiers for the P300 speller and compares the results to a single 
SWLDA classifier for seven able-bodied subjects.  

1   Introduction 

A brain-computer interface (BCI) is a device that uses brain signals to provide a non-
muscular communication channel [16], particularly for individuals with severe neuro-
muscular disabilities. The P300-event related potential is an evoked response to an ex-
ternal stimulus that is observed in scalp-recorded electroencephalography (EEG). Based 
on multiple studies in healthy volunteers [7], and initial studies in persons with physical 
disability [9][12][15], the P300 speller has potential to serve as an effective communica-
tion device for persons who have lost or are losing the ability to write and speak.  

Many classification techniques have been investigated for the P300 Speller 
[1][2][6][8][13]. Several of these studies indicate that simple linear classifiers per-
form as well or better than more complex nonlinear classifiers for discriminating 
the P300 response. Recent work on ensemble linear classifiers shows the potential 
for further performance improvements [10]. The study uses an ensemble of linear 
classifiers trained on independent data using support vector machines (SVM). It has 
been shown that linear classifiers trained using stepwise linear discriminant analysis 
(SWLDA) can perform favorably compared to training using SVMs [8]. The objec-
tive of the present study is to investigate whether an ensemble of SWLDA classifi-
ers offers any performance advantages over a single SWLDA classifier for the P300 
speller by evaluating several offline implementations of ensemble SWLDA classifi-
ers and comparing the results to a single SWLDA classifier for able-bodied  
subjects.  
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The P300 Speller. The P300 Speller described by Farwell and Donchin [5] presents a 
6 x 6 matrix of characters as shown in Figure 1. Each row and each column are inten-
sified; the intensifications are presented in a random sequence. The user focuses atten-
tion on one of the 36 cells of the matrix. The sequence of 12 flashes, 6 rows and 6 
columns, constitutes an Oddball Paradigm [4] with the row and the column containing 
the character to be communicated constituting the rare set, and the other 10 intensifi-
cations constituting the frequent set. Items that are presented infrequently (the rare 
set) in a sequential series of randomly presented stimuli will elicit a P300 response if 
the observer is attending to the stimulus series. Thus, the row and the column contain-
ing the target character will elicit a P300 when intensified, because this constitutes a 
rare event in the context of all other character flashes. With proper P300 feature selec-
tion and classification, the attended character of the matrix can be identified and 
communicated. 

 

 

Fig. 1. The 6x6 matrix used in the current study. A row or column intensifies for 100 ms every 
175 ms. The letter in parentheses at the top of the window is the current target letter “D.”  A 
P300 should be elicited when the fourth column or first row is intensified. After the intensifica-
tion sequence for a character epoch, the result is classified and online feedback is provided di-
rectly below the character to be copied. 

2  Data Collection 

The data were collected by the Wadsworth Center BCI Laboratory in accordance with 
New York State Department of Health Institutional Review Board.  

 

Participants. Seven able-bodied people (six men and one woman ages 24-50) were 
the participants in this study. The participants varied in their previous BCI experience, 
but all participants had either no or minimal experience using a P300-based BCI 
system.  
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Task, Procedure, and Design. The participant sat upright in front of a video monitor 
and viewed the matrix display. The task was to focus attention on a specified letter of 
the matrix and silently count the number of times the target character intensified, until 
a new character was specified for selection. All data was collected in the copy speller 
mode: words were presented on the top left of the video monitor and the character 
currently specified for selection was listed in parentheses at the end of the letter string 
(see Figure 1). Each session consisted of 8-12 experimental runs; each run was com-
posed of a word or series of characters chosen by the investigator. The rows and col-
umns were intensified for 100 ms with 75 ms between intensifications. One character 
epoch (i.e., one trial) consisted of 15 intensifications of each row and column. Spe-
cifically, the classification was performed after every row and column has been inten-
sified 15 times. Each session consisted of 36 character epochs, equivalent to 6480 
stimuli (row/column intensifications). A single session, lasting approximately one 
hour, per participant was collected per day over several weeks. 

 

Data Acquisition. The EEG was recorded using a cap (Electro-Cap International, 
Inc.) embedded with 64 electrodes distributed over the scalp, based on the Interna-
tional 10 – 20 system [14]. All channels were referenced to the right earlobe, and 
grounded to the right mastoid. The EEG was bandpass filtered 0.1 – 60 Hz and ampli-
fied with a SA Electronics amplifier, digitized at a rate of 240 Hz, and stored. All as-
pects of data collection and experimental procedure were controlled by the BCI2000 
system [11]. 

3   Response Classification 

Responses were collected from the 8 ear-referenced channels shown in Figure 2. The 
channel selection and data preprocessing are based on results found in [7]. For each of 
the 8 channels, 800-ms segments of data following each intensification were ex-
tracted. The segments were then moving average filtered and decimated to 20Hz. The 
resulting data segments were concatenated by channel for each intensification, creat-
ing a single feature vector for training the classifiers. 

Several ensemble classification schemes were investigated, where each linear clas-
sifier in the ensemble was trained using Stepwise Linear Discriminant Analysis 
(SWLDA) [3]. SWLDA is a technique for selecting suitable predictor variables to be 
included in a multiple regression model that has proven successful for discriminating 
P300 Speller responses. A combination of forward and backward stepwise regression 
was implemented. Starting with no initial model terms, the most statistically signifi-
cant predictor variable having a p-value < 0.1, was added to the model. After each 
new entry to the model, a backward stepwise regression was performed to remove the 
least significant variables, having p-values > 0.15. This process was repeated until the 
model includes a predetermined number of terms, or until no additional terms satisfy 
the entry/removal criteria. In this case, the final discriminant function was restricted 
to contain a maximum of 60 features [7]. 
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Fig. 2. The electrode montage used in the current study [8]. The 8 electrodes selected for analy-
sis are indicated by the dotted circles. 

The ensemble classifiers used for this study consist of N linear classifiers, each in-
dependently trained using SWLDA. For each subject, the first session of data was 
used to train the ensemble classifier. This session’s data was divided into N equal, 
non-overlapping segments, where each segment was used to train an individual classi-
fier in the ensemble. The ensemble classifiers were evaluated using the 4 subsequent 
sessions for each subject. For a given set of test data, each classifier in the ensemble 
independently evaluates the inner product of its respective SWLDA weights and the 
feature vector corresponding to each response, forming N scores, one for each classi-
fier. The resultant score for each intensification response was generated as a weighted 
sum of the N individual classifier scores. The predicted matrix symbol was deter-
mined as the maximum of the sum of resultant scores for the respective row and col-
umn intensifications, respectively: 
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The following values of N were evaluated: N = [1, 2, 4, 6, 9, 12]. In addition, three 
schemes for weighting the individual classifiers in the ensemble to produce the single 
classification score were investigated: a simple average of the N classifier scores 
(AVG), weighting each classifier score by its respective accuracy on the training data 
(ACC), and using only the maximum output of all classifiers as the resultant ensemble 
score: i.e., all other classifiers are weighted by zero (MAX). The coefficients for each 
of these weighting schemes were also determined using the same training set used for 
training the SWLDA classifiers.  

4   Results 

The performance, averaged across subjects, of the various combinations of number of 
classifiers in the ensemble and classifier weighting methods is shown in Figure 3. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. 3. The figure shows the classification accuracy, averaged across subjects, for the number 
of classifiers in the ensemble (2, 4, 6, 9, 12) and the three classifier weighting methods (AVG, 
ACC, MAX). The solid line indicates the average baseline performance using a single SWLDA 
classifier, with the dotted lines indicating the standard error. The error bars also indicate the 
standard error for each method.  

A balanced one-way ANOVA on the accuracy across subjects after 15 intensifica-
tions did not reveal a statistically significant difference between any of the methods. 
The maximum classification accuracy achieved by an ensemble SWLDA classifier 
method for each of the seven subjects is compared to the accuracy achieved by a sin-
gle SWLDA classifier in Table 1. 
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Table 1. For each subject, the table lists the baseline performance (± standard deviation across 
test sessions) using a single SWLDA classifier and the best performance achieved by an en-
semble SWLDA classifer method. The numbers following the method abreviation indicate the 
number of classifiers in the ensemble. Note that multiple ensemble classifier methods resulted 
in the same performance results. 

SUBJECT BASELINE BEST METHOD 
A 93.75 ± 7.3 94.44 ± 6.42 AVG6, ACC6 
B 71.84 ± 6.27 81.28 ± 10.32 ACC4 
C 93.75 ± 5.73 95.14 ± 4.74 AVG2,4,6; ACC2,4,6 
D 98.61 ± 1.6 98.61 ± 1.6 AVG2, ACC2, MAX2 
E 97.92 ± 2.66 99.3 ± 1.39 MAX2 
F 89.83 ± 3.77 89.91 ± 5.75 MAX4 
G 97.92 ± 2.66 97.92 ± 2.66 All except MAX4,6,9,12 

5   Discussion 

The results indicate that extending a single linear classifier to an ensemble linear clas-
sifier scheme can result in marginal to significant improvements in performance, de-
pending on the subject as shown in Table 1. The improvement is only marginal for 
several subjects because the performance using a single linear classifier is already 
nearly maximized. However, it should be noted that in addition to the performance 
improvements, the variance across sessions is also decreased for several subjects.  

Figure 3 shows that the best classification results are achieved in this context by 
using between 2 and 6 classifiers in the ensemble, which all but MAX4 and MAX6 
perform better on average than the single classifier baseline. The inferior performance 
of the MAX methods can be attributed to the increased variability of the individual 
classifiers when trained using smaller data sets. The AVG and ACC methods outper-
form MAX because, in contrast to the single classifier score used for MAX, they 
combine the scores from all classifiers, which acts to decrease the variability ensem-
ble score. The degradation in performance with more than 6 classifiers can be attrib-
uted to the fact that the amount of training data was held constant, meaning that each 
individual classifier is trained on proportionally less data as the number of classifiers 
increases. Because P300 classification often remains stable over time [7], additional 
training data can be used to create a larger ensemble that can potentially better ac-
count for response variance.  

Based on related P300 Speller classification studies [8][10], it is presumed that 
similar results would be attained using classifier training methods other than 
SWLDA. When employing a single classifier, it is straightforward to construct an en-
semble in this fashion to potentially improve performance. By using the AVG or ACC 
method, an equivalent single classifier can be realized via the linear combination of 
the ensemble classifiers using the respective classifier weights. This is not possible 
with the MAX method because the computation of the maximum classifier output 
does not allow for the individual classifiers to be combined linearly. 
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