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Abstract

A detailed qualitative summary of the optical rainbow is provided at several complementary levels of
description, including geometrical optics (ray theory), the Airy approximation, Mie scattering theory, the
complex angular momentum (CAM) method, and catastrophe theory. The phenomenon known commonly
as the glory is also discussed from both physical and mathematical points of view: backward glories,
rainbow-glories and forward glories. While both rainbows and glories result from scattering of the incident
radiation, the primary rainbow arises from scattering at about 138

◦

from the forward direction, whereas
the (backward) glory is associated with scattering very close to the backward direction. In fact, it is a
more complex phenomenon physically than the rainbow, involving a variety of di9erent e9ects (including
surface waves) associated with the scattering droplet. Both sets of optical phenomena—rainbows and
glories—have their counterparts in atomic, molecular and nuclear scattering, and these are addressed
also. The conceptual foundations for understanding rainbows, glories and their associated features range
from classical geometrical optics, through quantum mechanics (in particular scattering from a square well
potential; the associated Regge poles and scattering amplitude functions) to di9raction catastrophes. Both
the scalar and the electromagnetic scattering problems are reviewed, the latter providing details about the
polarization of the rainbow that the scalar problem cannot address. The basis for the complex angular
momentum (CAM) theory (used in both types of scattering problem) is a modiAcation of the Watson
transform, developed by Watson in the early part of this century in the study of radio wave di9raction
around the earth. This modiAed Watson transform enables a valuable and accurate approximation to be
made to the Mie partial-wave series, which while exact, converges very slowly at high frequencies. The
theory and many applications of the CAM method were developed in a fundamental series of papers by
Nussenzveig and co-workers (including an important interpretation based on the concept of tunneling), but
many other contributions have been made to the understanding of these beautiful phenomena, including
descriptions in terms of so-called di9raction catastrophes. The rainbow is a Ane example of an observable
event which may be described at many levels of mathematical sophistication using distinct mathematical
approaches, and in so doing the connections between several seemingly unrelated areas within physics
become evident. c© 2002 Published by Elsevier Science B.V.

PACS: 42.15.−i; 42.25.−p; 42.25.FX; 42.68.Mj

Keywords: Rainbow; Glory; Mie theory; Scattering; Complex angular momentum; Di9raction catastrophe
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Like the appearance of a rainbow in the clouds on a rainy day, so was the radiance around
him. This was the appearance of the likeness of the glory of the Lord...
The Book of Ezekiel, chapter 1, verse 28 (New International Version of the Bible).

1.Introduction

1.1. Structure and philosophy of the review

The rainbow is at one and the same time one of the most beautiful visual displays in nature
and, in a sense, an intangible phenomenon. It is illusory in that it is not of course a solid arch,
but like mirages, it is nonetheless real. It can be seen and photographed, and described as a
phenomenon of mathematical physics, but it cannot be located at a speciAc place, only in a
particular direction. What then is a rainbow?Since many levels of description will be encoun-
tered along the way, the answers to this question will take us on a rather long but fascinating
journey in the footsteps of those who have made signiAcant contributions to the subject of “light
scattering by small particles”. Let us Arst ‘listen’to what others have written about rainbows
and the mathematical tools with which to understand them.

“Rainbows have long been a source of inspiration both for those who would prefer to treat
them impressionistically or mathematically. The attraction to this phenomenon of D7escartes,
Newton, and Young, among others, has resulted in the formulation and testing of some of
the most fundamental principles of mathematical physics.” K. Sassen [1].

“The rainbow is a bridge between two cultures: poets and scientists alike have long been
challenged to describe it: : : Some of the most powerful tools of mathematical physics
were devised explicitly to deal with the problem of the rainbow and with closely related
problems. Indeed, the rainbow has served as a touchstone for testing theories of optics.
With the more successful of those theories it is now possible to describe the rainbow
mathematically, that is, to predict the distribution of light in the sky. The same methods can
also be applied to related phenomena, such as the bright ring of color called the glory, and
even to other kinds of rainbows, such as atomic and nuclear ones.” H.M. Nussenzveig [2].

“Probably no mathematical structure is richer, in terms of the variety of physical situations
to which it can be applied, than the equations and techniques that constitute wave theory.
Eigenvalues and eigenfunctions, Hilbert spaces and abstract quantum mechanics, numerical
Fourier analysis, the wave equations of Helmholtz (optics, sound, radio), SchrRodinger (elec-
trons in matter), Dirac (fast electrons) and Klein–Gordon (mesons), variational methods,
scattering theory, asymptotic evaluation of integrals (ship waves, tidal waves, radio waves
around the earth, di9raction of light)—examples such as these jostle together to prove the
proposition.” M.V. Berry [3].

The three quotations above provide a succinct yet comprehensive survey of the topic addressed
in this review: the mathematical physics of rainbows and glories. An attempt has been made to
provide complementary levels of description of the rainbow and related phenomena; this mirrors
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to some extent the historical development of the subject, but at a deeper level it addresses the
fact that, in order to understand a given phenomenon as fully as possible, it is necessary to
study it at as many complementary levels of description as possible. In the present context, this
means both descriptive and mathematical accounts of the rainbow and related phenomena, the
latter account forming the basis of the paper: it is subdivided into the various approaches and
levels of mathematical sophistication that have characterized the subject from the investigations
of D7escartes down to the present era.

There are several classic books and important papers that have been drawn on frequently
throughout this paper: the book by Greenler on rainbows, halos and glories [4] has proved
invaluable for the descriptive physics in this introduction; the article by Nussenzveig [2] from
which the second quotation is taken is an excellent introduction to both the physics and the
qualitative description of the various mathematical theories that exist for the rainbow. The two
papers [5,6] by the same author constitute a major thread running throughout this article, but
particularly so in Section 5 (complex angular momentum theory). Van de Hulst’s book on light
scattering by small particles [7] is a classic in the Aeld, and for that reason is often cited, both
in this article and in many of the references. Indeed, to quote from Section 13:2 in that book

“The rainbow is one of the most beautiful phenomena in nature. It has inspired art and
mythology in all people, and it has been a pleasure and challenge to the mathematical
physicists of four centuries. A person browsing through the old literature receives the
impression that a certain a9ection for this problem pervades even the driest computations.”

The very next sentence in the above citation is most Sa propos, since it also accurately reTects
this author’s hopes for the present article

“The writer hopes that the following report, though it has to be concise and must leave
out most of the history, will to some extent demonstrate this mathematical beauty.”

Another important book, less comprehensive and mathematically complete than [7], but nonethe-
less extremely valuable from both physical and mathematical viewpoints, is that by Tricker on
meteorological optics [8]. The book by Bohren and Hu9man [9] provides a great deal of in-
formation on the absorption and scattering of light by small particles and diverse applications,
with many references. At the time of writing, the most comprehensive and up-to-date book on
di9raction e9ects in semi-classical scattering theory and its applications is that by Nussenzveig
[10]. It is a seminal work, and incorporates many of the topics addressed here (amongst others),
and should be consulted by anyone wishing to study the subject from an expert in the Aeld.

No attempt is made here to discuss the historical development of the theory of the rainbow
except insofar as it is germane to the context; that topic is superbly treated in the book by Boyer
[11]. A noteworthy and somewhat technical account of more recent historical developments can
be found in the review article by Logan [12]. It is a survey of early studies in the scattering
of plane waves by a sphere. This is extremely important and interesting from a historical
perspective: Logan provides 103 references, and in so doing notes that the literature appears to
be characterized by writers who, it seems, failed to recognize the signiAcance of the contributions
made by their predecessors and contemporaries. There are several instances of the “rediscovery
of the wheel” (so to speak), and the author has performed a valuable task in identifying the
“lost” contributions to the subject.
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In the rest of this introduction, elementary physical and mathematical descriptions (e.g. geo-
metrical optics) of the rainbow are provided. Section 2 addresses the capacity of Airy’s theory
to account for, among other things, the primary bow and its associated supernumeraries. In
Section 3 glories (backward, forward and rainbow-modiAed) are described; Section 4 addresses
the semiclassical description of atomic, molecular and nuclear rainbows and glories, as well
as di9ractive=tunneling e9ects in these areas and in particle physics. Section 5 is devoted to a
summary of the complex angular momentum (CAM) theory for the scalar scattering problem;
a fascinating and very powerful tool for understanding many of the subtleties of wave scat-
tering by both impenetrable and transparent (or even absorbing) spheres. It is appropriate to
include the topic of the glory again in this section, because much of the CAM theory devel-
oped by Nussenzveig addressed both rainbows and glories. In Section 6 further developments
are discussed, including the full electromagnetic problem (Mie scattering theory), polarization,
alternative models, the e9ects of non-spherical droplets, and a comparison of theories. A brief
account of rainbows and glories in atomic, molecular and nuclear scattering is also provided.
Section 7 contains an account of the relevant aspects of ‘di9raction catastrophe’ scattering to
the problem at hand. The summary in Section 8 precedes four appendices: Appendix A sum-
marizes aspects of classical scattering relevant to the present article, and previews rainbow and
glory scattering, forward peaking and orbiting, all of which reappear in a semiclassical context.
Appendix B provides brief details of the Airy and Fock functions referred to in the article.
Appendix C contains a brief account of the Watson transform and its modiAcation to become
the basis of the CAM theory discussed earlier, while Appendix D is a brief summary of the
Chester–Friedmann–Ursell (CFU) method.

1.2. The rainbow: elementary physical features

Let us return to the question asked above: what then is a rainbow? It is sunlight, displaced
by reTection and dispersed by refraction in raindrops. It is seen by an observer with his or her
back to the sun (under appropriate circumstances). As shown in Fig. 1(a), the primary rainbow,
which is the lowest and brightest of two that may be seen, is formed from two refractions and
one reTection in myriads of raindrops (the path for the secondary rainbow is shown in Fig.
1(b); Fig. 1(c) illustrates notation referred to in the text). For our purposes we may consider
the path of a ray of light through a single drop of rain, for the geometry is the same for all
such drops and a given observer. Furthermore, we can appreciate most of the common features
of the rainbow by using the ray theory of light; the wave theory of light is needed to discuss
the Aner features such as the supernumerary bows (discussed below).

The Arst satisfactory explanation for the existence and shape of the rainbow was given by
Ren7e D7escartes in 1637 (he was unable to account for the colors however; it was not until thirty
years later that Newton remedied this situation). D7escartes used a combination of experiment
and theory to deduce that both the primary and secondary bow (larger in angular diameter
and fainter than the primary) are caused by refraction and reTection in spherical raindrops.
He correctly surmised that he could reproduce these features by passing light through a large
water-Alled Task—a really big “raindrop”. Since the laws of refraction and reTection had been
formulated some 16 years before the publication of D7escartes’ treatise by the Dutch scientist
Snell, D7escartes could calculate and trace the fate of parallel rays from the sun impinging on
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Fig. 1. (a) the basic geometry of ray paths in a spherical raindrop for the primary rainbow; O is the center of the
drop, and i, r, respectively, are the angles of incidence and refraction. The incident and exiting ‘wavefronts’ A′A′′

and B′B′′ are also shown (refer to Section 2.1), (b) the corresponding geometry for the formation of the secondary
rainbow, (c) the geometry of an incident ray (1) showing the externally reTected ray (1′), the transmitted ray (2)
and externally refracted ray (2′), etc. All externally transmitted rays are denoted by primed numbers.

a spherical raindrop. As can be seen from Fig. 2, such rays exit the drop having been deviated
from their original direction by varying but large amounts. The ray along the central axis (#1)
will be deviated by exactly 180

◦

, whereas above this point of entry the angle of deviation
decreases until a minimum value of about 138

◦

occurs (for yellow light; other colors have
slightly di9erent minimum deviation angles). For rays impinging still higher above the axis the
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Fig. 2. The paths of several rays through a spherical raindrop illustrating the di9erences in total deTection angle
for di9erent angles of incidence (or equivalently, di9erent impact parameters). The ray #7 is called the rainbow ray
and this ray deAnes the minimum angle of deTection in the primary rainbow. (Redrawn from [4].)

deviation angle increases again. The ray of minimum deviation (#7 in Fig. 2) is called the
rainbow ray. The signiAcant feature of this geometrical system is that the rays leaving the drop
are not uniformly spaced: those “near” the minimum deviation angle are concentrated around
it, whereas those deviated by larger angles are spaced more widely (see also Fig. 3).

Put di9erently, in a small (say half a degree) angle on either side of the rainbow angle (�
138

◦

) there are more rays emerging than in any other one degree interval. It is this concentration
of rays that gives rise to the (primary) rainbow, at least as far as its light intensity is concerned.
In this sense it is similar to a caustic formed on the surface of the tea in a cup when appropriately
illuminated. The rainbow seen by any given observer consists of those deviated rays that of
course enter his eye. These are those that are deviated by about 138

◦

from their original direction
(for the primary rainbow). Thus the rainbow can be seen by looking in any direction that is
about 42

◦

away from the line joining one’s eye to the shadow of one’s head (the antisolar
point); the 42

◦

angle is supplementary to the rainbow angle. This criterion deAnes a circular arc
(or a full circle if the observer is above the raincloud) around the antisolar point and hence all
raindrops at that angle will contribute to one’s primary rainbow. Of course, on level ground, at
most a semi-circular arc will be seen (i.e. if the sun is close to setting or has just risen), and
usually it will be less than that: full circular rainbows can be seen from time to time at high
altitudes on land or from aircraft. In summary, the primary rainbow is formed by the deTected
rays from all the raindrops that lie on the surface of a cone with vertex (or apex) at the eye,
axis along the antisolar direction and semi-vertex angle of 42

◦

. The same statement holds for the
secondary rainbow if the semi-vertex angle is about 51

◦

(the supplement of a 129
◦

deviation).
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Fig. 3. A more detailed version of Fig. 2 showing the “Airy wavefront” (which is perpendicular to all rays of class
3’ in Fig. 1(c)). Also shown, following Nussenzveig [2] are the caustics (one real, one imaginary) of these rays;
these are envelopes of the ray system. (Redrawn from [2].)

These cones will be di9erent for each observer, so each person has his or her own personal
rainbow.

Up to this point, we have been describing a generic, colorless type of rainbow. Blue and violet
light get refracted more than red light: the actual amount depends on the index of refraction of
the raindrop, and the calculations thereof vary slightly in the literature because the wavelengths
chosen for “red” and “violet” may di9er slightly. Thus, for a wavelength of 6563 WA (Angstrom
units; 1 WA= 10−10 m) the cone semi-angle is about 42:3

◦

, whereas for violet light of 4047 WA
wavelength, the cone semi-angle is about 40:6

◦

, about a 1:7
◦

angular spread for the primary
bow. A similar spread (dispersion) occurs for the secondary bow, but the additional reTection
reverses the sequence of colors, so the red in this bow is on the inside of the arc.

In principle more than two internal reTections may take place inside each raindrop, so
higher-order rainbows (tertiary, quaternary, etc.) are possible. It is possible to derive the angular
size of such a rainbow after any given number of reTections (Newton was the Arst to do this).
Newton’s contemporary, Edmund Halley found that the third rainbow arc should appear as a
circle of angular radius about 40

◦

around the sun itself. The fact that the sky background is
so bright in this vicinity, coupled with the intrinsic faintness of the bow itself would make
such a bow almost impossible, if not impossible to see (but see [13]). Jearl Walker has used
a laser beam to illuminate a single drop of water and traced rainbows up to the 13th order,
their positions agreeing closely with predictions. Others have traced 19 rainbows under similar
laboratory conditions [14].
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The sky below the primary rainbow is often noticeably brighter than the sky outside it; in-
deed the region between the primary and secondary bow is called Alexander’s dark band (after
Alexander of Aphrodisias who studied it in connection with Aristotle’s (incorrect) theory of the
rainbow). Raindrops scatter incident sunlight in essentially all directions, but as we have seen,
the rainbow is a consequence of a “caustic” or concentration of such scattered light in a particu-
lar region of the sky. The reason the inside of the primary bow (i.e. inside the cone) is bright is
that all the raindrops in the interior of the cone reTect light to the eye also, (some occurring from
direct reTections at their surfaces) but it is not as intense as the rainbow light, and it is composed
of many colors intermixed. Similarly, outside the secondary bow a similar (but less obvious)
e9ect occurs (see Figs. 4:3(b) and 4:7 in [15]). Much of the scattered light then, comes from
raindrops through which sunlight is refracted and reTected: these rays do not emerge between
the 42

◦

and 51
◦

angle. This dark angular band is not completely dark, of course, because the sur-
faces of raindrops reTect light into it; the reduction of intensity, however, is certainly noticeable.

Another commonly observed feature of the rainbow is that when the sun is near the horizon,
the nearly vertical arcs of the rainbow near the ground are often brighter than the upper part
of the arc. The reason for this appears to be the presence of drops with varying sizes. Drops
smaller than, say 0.2–0:3 mm (about 1=100 in) are spherical: surface tension is quite suYcient to
keep the distorting e9ects of aerodynamical forces at bay. Larger drops become more oblate in
shape, maintaining a circular cross section horizontally, but not vertically. They can contribute
signiAcantly to the intensity of the rainbow because of their size (≈ 1=25 in, i.e. ≈ 1 mm or
larger) but can only do so when they are “low” on the cone, for the light is scattered in a
horizontal plane in the exact way it should to produce a rainbow. These drops do not contribute
signiAcantly near the top of the arc because of their non-circular cross section for scattering.
This will be discussed in more detail in Section 6.4. Small drops, on the other hand contribute
to all portions of the rainbow.

Drop size, as implied above, can make a considerable di9erence to the intensity and color
of the rainbow. The “best” bows are formed when the drop diameter is &1 mm; as the size
decreases the coloration and general deAnition of the rainbow becomes poorer. Ultimately, when
the drops are about 0:05 mm or smaller in diameter, a broad, faint, white arc called a fogbow
occurs. When sunlight passes through these very tiny droplets the phenomenon of di9raction
becomes important. Essentially, due to the wave nature of light, interactions of light with objects
comparable to, (or not too much larger than) a typical wavelength, a light beam will spread
out. Thus the rainbow colors are broadened and overlap, giving rise in extreme cases to a
broad white fogbow (or cloudbow, since droplets in those typically produce such bows). As
Greenler points out, these white rainbows may sometimes be noted while Tying above a smooth
featureless cloud bank. The rainbow cone intersects the horizontal cloud layer in a hyperbola if
the sun’s elevation is less than 42

◦

(or an ellipse if it is greater than 42
◦

) as familiarity with the
conic sections assures us. This phenomenon can also be seen as a “dewbow” on a lawn when
the sun is low in the eastern sky. Other related phenomena of interest, such as reTected-light
rainbows (produced by reTection from a surface of water behind the observer) and reTected
rainbows (produced by reTection from a surface of water in front of the observer) can be found
in the book by Greenler [4].

Another feature of rainbows produced by smaller drops is also related to the wave nature of
light. This time the phenomenon is interference and it produces supernumerary bows. These are a
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series of faint pink or green arcs (2–4 perhaps) just beneath the top of the primary bow, or much
more rarely, just above the top of the secondary bow. They rarely extend around the fully visible
arc, for reasons that are again related to drop size. Two rays that enter the drop on either side of
the rainbow ray (the ray of minimum deviation) may exit the drop in parallel paths; this certainly
will happen for appropriately incident rays. By considering the wavefronts (perpendicular to the
rays), it is clear that if the incident waves are in phase (i.e. crests and troughs aligned with
crests and troughs) the emerging rays will not be in phase, in general. Inside the drop they travel
along paths of di9erent length. Depending on whether this path di9erence is an integral number
of wavelengths or an odd integral number of half-wavelengths, these waves will reinforce each
other (constructive interference) or annihilate each other (destructive interference). Obviously
partially constructive=destructive interference can occur if the path di9erence does not meet
the above criteria exactly. Where waves reinforce one another, the intensity of light will be
enhanced; conversely, where they annihilate one another the intensity will be reduced. Since
these beams of light will exit the raindrop at a smaller angle to the axis than the D7escartes ray,
the net e9ect for an observer looking in this general direction will be a series of light and dark
bands just inside the primary bow.

The angular spacing of these bands depends on the size of the droplets producing them (see
Fig. 4). The width of individual bands and the spacing between them decreases as the drops get
larger. If drops of many di9erent sizes are present, these supernumerary arcs tend to overlap
somewhat and smear out what would have been obvious interference bands for droplets of
uniform size. This is why these pale blue or pink or green bands are then most noticeable near
the top of the rainbow: it is the smaller drops that contribute to this part of the bow, and these
may represent a rather narrow range of sizes. Nearer the horizon a wide range of drop size
contributes to the bow, but as we have seen, at the same time it tends to blur the interference
bands.

There are many complementary levels of mathematical techniques with which one can de-
scribe the formation and structure of the rainbow. In this section we examine the broad features
using only elementary calculus; one account of the basic mathematics is described in [16] (and
a useful graphical account is provided in [17]); a thorough treatment of the related physics
of multiple rainbows may be found in the article by Walker [14]. More mathematical details
are found in two classical works, one by Humphreys [18] and the other by Tricker [8]. In
[16] the description of the location and color of the rainbow is approached as an exercise in
mathematical modeling: the laws of reTection and refraction are stated along with the underly-
ing assumptions about the deviation of sunlight by a raindrop (e.g. the sphericity of the drop;
parallel light “rays” from the sun, neither of which are strictly true, of course; the raindrop
being Axed during the scattering process, amongst other ‘axioms’). At this elementary level of
description involving geometrical optics, dispersion, geometry, trigonometry and calculus of a
single variable, a reasonably satisfactory “explanation” of the main features of the rainbow is
possible. Incorporation of wave interference and di9raction, amongst other things, is necessary
to take the description further, and as we shall see, this can lead to very sophisticated models
indeed.

A most fascinating aspect of the topic at hand is the fact that rainbows and glories can also be
produced in atomic, molecular and nuclear scattering experiments, thus illustrating at a profound
level the wave=particle duality of matter and radiation. Rays in geometrical optics become
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Fig. 4. A wavefront version of the ray geometry shown in Figs. 2 and 3; based on work by Fraser [141] this shows
the folded wavefronts emanating from a spherical raindrop of radius a for di9erent size parameters 
=2�a=�= ka:
Here k is the wavenumber of the light; note that the fringes correspond to the supernumerary bows, and that larger
drops (here 
=250) produce narrow, closely spaced supernumeraries whereas smaller drops (
=75) produce
broader, more widely spaced ones.

particle trajectories, and the refraction of such rays corresponds to particle deTection under the
inTuence of atomic or nuclear forces. This puts a new perspective on Hamilton’s recognition
of the analogy between geometrical optics and classical particle mechanics, an analogy that
has had a powerful inTuence on the development of mathematical physics since the mid-19th
century.

There are obvious di9erences between “trajectories” in geometrical optics, which are line
segments with discontinuities in direction, and those in particle scattering systems, which are
curved and smoothly varying, in fact, di9erentiable with respect to arc length or impact parame-
ter. This latter parameter is the distance of an incident ray or particle trajectory from the central
axis of the droplet or scattering object, and in the case of the optical rainbow it lies between
zero and the droplet radius. In scattering problems it can extend in principle to inAnity. There
is a one-to-one correspondence between impact parameter and deTection angle (see Appendix
A), and there is a unique trajectory for which the (local) angular deTection is a maximum.
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By analogy this is the “rainbow angle” for the interaction because a concentration of scattered
particles arises near this angle. However, the analogy extends much further than this, for as
will be noted in Section 4, Ford and Wheeler [19] carried out a wave–mechanical analysis of
atomic and nuclear rainbows, showing that interference between trajectories emerging in the
same direction gives rise to supernumerary bows (peaks in intensity). Furthermore, it has been
possible to formulate an analogue of Airy’s theory (Section 2) for particle scattering. In 1964,
Hundhausen and Pauly [20] made the Arst observations of an atomic rainbow with an exper-
iment in which sodium atoms were scattered by mercury atoms. The “primary” bow (there is
no secondary) and two supernumeraries were detected; subsequent experiments have revealed
structure at yet Aner scales. Just as careful observations of optical rainbows yield information
on the scatterering centers—the raindrops, the refractive index, etc., so too do experiments such
as these. The atomic (and for that matter, molecular and nuclear) rainbow angle depends on
the strength of the interaction, speciAcally the attractive part, and the range of the interaction
in turn determines the positions of the supernumerary bows. This topic will be discussed at
greater length in Section 6.5.

Returning to the optical rainbow, it is important to note that the theories of D7escartes, Newton
and even Young’s interference theory all predicted an abrupt transition between regions of
illumination and shadow (as at the edges of Alexander’s dark band when rays only giving
rise to the primary and secondary bows are considered). In the wave theory of light such
sharp boundaries are softened by di9raction—and this should have been Young’s conclusion,
incidentally, for his was a wave theory [2]. In 1835, Potter showed that the rainbow ray can
be interpreted as a caustic, i.e. the envelope of the system of rays comprising the rainbow. The
word caustic means “burning curve”, and caustics are associated with regions of high intensity
illumination (as we shall below, geometrical optics predicts an inAnite intensity there). When
the emerging rays comprising the rainbow are extended backward through the drop, another
caustic (a virtual one) is formed, associated with the real caustic on the illuminated side of the
drop. Typically, the number of rays di9ers by two on each side of a caustic at any given point,
so the rainbow problem is essentially that of determining the intensity of (scattered) light in the
neighborhood of a caustic (see Fig. 3, and also Fig. 5). This was exactly what Airy attempted
to do several years later in 1838 [21]. The principle behind Airy’s approach was established
by Huygens in the 17th century: Huygens’ principle regards every point of a wavefront as a
secondary source of waves, which in turn deAnes a new wavefront and hence determines the
subsequent propagation of the wave. Airy reasoned that if one knew the amplitude distribution
of the waves along any complete wavefront in a raindrop, the distribution at any other point
could be determined by Huygens’ principle. However, the problem is to And the initial amplitude
distribution. Airy chose as his starting point a wavefront surface inside the raindrop, the surface
being orthogonal to all the rays which comprise the primary bow; this surface has a point
of inTection wherever it intersects the ray of minimum deviation—the rainbow ray. Using the
standard assumptions of di9raction theory, he formulated the local intensity of scattered light
in terms of a “rainbow integral”, subsequently renamed the Airy integral in his honor (it is
related to the now familiar Airy function; see Appendix B. Note that there is another so-called
Airy function in optics which has nothing to do with this phenomenon [22]). Qualitatively, the
intensity distribution so produced is similar to that associated with the shadow of a straight
edge, particularly when external reTection is included (see [23, Chapter 8]).
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Fig. 5. A caustic curve (bold curve CC) showing rays and corresponding wavefronts on the “lit” side; in simplistic
terms the caustic is a shadow boundary, but in reality there are transition regions that smoothly blend regions of
darkness and light (see Section 5).

One severe limitation of the Airy theory for the optical rainbow is that the amplitude dis-
tribution along the initial wavefront is unknown: based on certain assumptions it has to be
guessed. There is a natural and fundamental parameter, the size parameter, 
; which is useful
in determining the domain of validity of the Airy approximation; it is deAned as the ratio of
the droplet circumference to the wavelength of light (�). In terms of the wavenumber k this is


=
2�a

�
= ka ;

a being the droplet radius. Typically, for sizes ranging from fog droplets to large raindrops,

 ranges from about 100 to several thousand. Airy’s approximation is a good one only for

& 5000: In the light of these remarks it is perhaps surprising that an exact solution does exist
for the rainbow problem, as it is commonly called. The more precisely expressed version is
the ‘scattering of plane electromagnetic waves by a homogeneous transparent sphere’, which is
in turn related to such scattering by an impenetrable sphere. This latter problem has historical
signiAcance in connection with the di9raction of radio waves around the earth, amongst other
applications. The same type of formulation arises in the scattering of sound waves by a sphere,
studied by Lord Rayleigh and others in the 19th century. The solution to this problem is
expressible in terms of an inAnite set of partial waves called, not surprisingly, a partial wave
expansion. The corresponding result for electromagnetic wave scattering was developed in 1908
by Mie [24]. It is obviously of interest to determine under what conditions such an inAnite
set of terms (each of which is a somewhat complicated expression) can be truncated, and
what the resulting error may be by so doing. However, in conArmation of the conjecture that
there is no such thing as a free lunch, it transpires that the number of terms that must be
retained is of the same order of magnitude as the size parameter, i.e. up to several thousand
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for the rainbow problem!The “why is the sky blue?” scattering problem, on the other hand—
Rayleigh scattering—requires only one term because the scatterers are molecules which are
much smaller than a wavelength, so the simplest truncation—retaining only the Arst term—is
perfectly adequate. Although in principle the rainbow problem can be “solved” with enough
computer time and resources, numerical solutions by themselves (as Nussenzveig points out)
o9er little or no insight into the physics of the phenomenon.

Fortunately help was at hand. The now-famous Watson transformation, developed by Watson
[25] is a method for transforming the slowly converging partial-wave series into a rapidly con-
vergent expression involving an integral in the complex angular-momentum plane (see Appendix
C). But why angular momentum? Although they possess zero rest mass, photons have energy
E= hc=� and momentum E=c= h=� where h is Planck’s constant and c is the speed of light in
vacuo. Thus, for a non-zero impact parameter bi, a photon will carry an angular momentum
bih=�, (which can in fact assume only certain discrete values). Each of these discrete values
can be identiAed with a term in the partial wave series expansion. Furthermore, as the photon
undergoes repeated internal reTections, it can be thought of as orbiting the center of the rain-
drop. Why complex angular momentum? This allows some powerful mathematical techniques
to “redistribute” the contributions to the partial wave series into a few points in the complex
plane—speciAcally poles (called Regge poles in elementary particle physics) and saddle points.
Such a decomposition means that instead of identifying angular momentum with certain discrete
real numbers, it is now permitted to move continuously through complex values. However, de-
spite this modiAcation, the poles and saddle points have profound physical interpretations in the
rainbow problem; (this is known in other contexts: in many wave propagation problems poles
and branch points of Green’s functions in the complex plane can be identiAed with trapped
and freely propagating waves, respectively, or in terms of discrete and continuous spectra of
certain Sturm–Liouville operators (see e.g. [26–28] and references therein). A thoughtful and
somewhat philosophical response to the question ‘why complex angular momentum?’ appears
in a quotation at the very end of this review (Section 8).

Mathematical details will be provided later in Section 5, but for now it will suYce to point
out that since real saddle points correspond to ordinary rays of light, we might expect com-
plex saddle points to correspond in some sense to complex rays (whatever that might mean).
Again, in problems of wave propagation, imaginary components can often be identiAed with
the damping of some quantity—usually the amplitude—in space or time. An elementary but
perfect example of this can be found in the phenomenon of (critical) total internal reTection of
light at a glass=air or water=air boundary: the “refracted” ray is in e9ect a surface wave, prop-
agating along the interface with an amplitude which diminishes exponentially away from that
interface. Such waves are sometimes identiAed as “evanescent”, and are common in many other
non-quantum contexts [26]. Typically, the intensity is negligible on the order of a wavelength
away from the interface; this deAnes a type of “skin depth”. Quantum-mechanical tunneling
has a similar mathematical description, and, directly related to the rainbow problem, complex
rays can appear on the shadow side of a caustic, where they represent the damped amplitude
of di9racted light.

In the light of this (no pun intended) it is interesting to note that there is another type of
surface wave: this one is associated with the Regge pole contributions to the partial-wave
expansion. Such waves are initiated when the impact parameter is the drop diameter, i.e.
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the incident ray is tangential to the sphere. These waves are damped in the direction of in-
creasing arc-length along the surface, i.e. tangentially, (as opposed to radially, in the case of an
evanescent wave) because at each point along its circumferential path the wave penetrates the
spherical drop at the critical angle for total internal reTection, in a reversal of the normal event.
Subsequently it will re-emerge as a surface wave after taking one or more of these shortcuts. In
[2] Nussenzveig points out that this “pinwheel” path for light rays was considered by Kepler in
1584 (see [11,29]) as a possible explanation for the rainbow, but he did not pursue it because
he could not reproduce the correct rainbow angle.

It is important to note that the Watson transformation was originally introduced in con-
nection with the di9raction of radio waves around the earth [25], alluded to above. In 1937,
Van der Pol and Bremmer [30,31] applied it to the rainbow problem, but, notwithstanding a
claim by Sommerfeld that the problem had now been brought to a beautiful conclusion [32],
they were able only to establish that the Airy approximation could be recovered as a limiting
case. (Their papers contain some very beautiful and detailed mathematics, however, and are
signiAcant contributions nonetheless.) In some profound and highly technical papers Nussen-
zveig subsequently developed a modiAcation of the transformation [33,5,6] (a valuable summary
of his work up to that point may be found in [34]; references to more recent work will be
made throughout the review) and was able to bring the problem to the desired conclusion us-
ing some extremely sophisticated mathematical techniques without losing sight of the physical
implications.

In the simplest Cartesian terms, on the illuminated side of the rainbow (in a limiting sense)
there are two rays of light emerging in parallel directions: at the rainbow angle they coalesce
into the ray of minimum deTection, and on the shadow side, according to geometrical optics,
they vanish (this is actually a good deAnition of a caustic curve or surface; refer again to Fig. 5).
From the above general discussion of real and complex rays it should not be surprising that, in
the complex angular momentum plane, a rainbow in mathematical terms is the collision of two
real saddle points. But this is not all: this collision does not result in the mutual annihilation of
these saddle points; instead a single complex saddle point is born, corresponding to a complex
ray on the shadow side of the caustic curve. This is directly associated with the di9racted light
in Alexander’s dark band.

1.3. The rainbow: elementary mathematical considerations

As already noted, the primary rainbow is seen in the direction corresponding to the most
dense clustering of rays leaving the drop after a single internal reTection. Correspondingly
higher-order rainbows exist (in principle) at similar “ray clusters” for k internal reTections,
k=2; 3; 4; : : : . Although only the primary and secondary rainbow are seen in nature, Walker
[14] has determined the scattering angles, widths, color sequences and scattered light intensities
of the Arst 20 rainbows using geometric optics (he also examined the associated interference
patterns, discussed in Sections 2 and 6 below). Referring to Figs. 1(a) and (b), consider the
more general angular deviation Dk between the incident and emergent rays after k internal
reTections. Since each such reTection causes a deviation of �− 2r; (r= r(i) being the angle of
refraction, itself a function of i, the angle of incidence) and two refractions always occur, the
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total deviation is

Dk(i)= k(�− 2r) + 2(i − r) : (1.1)

Thus, for the primary rainbow (k=1); D1(i)=� − 4r + 2i; and for the secondary rainbow
(k=2); D2 =2i − 6r (modulo 2�). Seeking an extremum of Dk(i), and using Snell’s law of
refraction twice (once in di9erentiated form) it is readily shown that for all k; Dk(i) is an
extremum when

cos i

cos r
=

N

k + 1
(1.2)

or after some rearrangement,

cos i=

{

N 2 − 1

k(k + 2)

}1=2

; (1.3)

where N is the index of refraction for the incident ray (assumed monochromatic for the present).
For this value of i, im say, Dk =D

m
k ; so that for k=1 in particular

Dm1 =�+ 2im − 4 arcsin

(

sin im
N

)

: (1.4)

That this extremum is indeed a minimum for k=1 follows from the fact that

D′′

k (i)=
2(k + 1)(N 2 − 1)tan r

N 3 cos2 r
(1.5)

(see [18]) which is positive since N ¿ 1 and 0¡ r ¡ �=2, except for the special case of normal
incidence, so the clustering of deviated rays corresponds to a minimum deTection. Note also
that the generalization of Eq. (1.4) above to k internal reTections is

Dmk (im)= k�+ 2im − 2(k + 1)arcsin

(

sin im
N

)

: (1.6)

Returning to the primary rainbow for which k=1, since the minimum angle of deviation depends
on N , we now incorporate dispersion into the model. For red light of wavelength 6563 WA in
water [8], N ≈ 1:3318, and for violet light of wavelength 4047 WA; N ≈ 1:3435. These correspond
to Dm1 ≈ 137:7

◦

(i.e. a rainbow angle—the supplement of Dm1 , of ≈ 42:3
◦

—see below) and
Dm1 ≈ 139:4

◦

(a rainbow angle of ≈ 40:6
◦

), respectively. This gives a theoretical angular width
of ≈ 1:7

◦

for the primary rainbow; in reality it is about 0:5
◦

wider than this [2] because this
is the angular diameter of the sun for an earth-based observer, and hence the incident rays
can deviate from parallellism by this amount (and more to the point, so can the emergent
rays as a simple di9erential argument shows). The above-mentioned rainbow angle for a given
Dmk (or Dmin) is the supplementary angle 180

◦

−Dmk ; this is the angle of elevation relative the
sun-observer line and for the primary rainbow is about 42

◦

. Light deviated at angles larger
than this minimum will illuminate the sky inside the rainbow more intensely than outside it,
for this very reason. For this reason, the outside “edge” of the primary bow will generally be
more sharply deAned than the inner edge. For the secondary rainbow (k=2) Dm2 =Dmin ≈ 231

◦
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and the rainbow angle in this case is Dm2 − 180
◦

, or approximately 51
◦

for light of an orange

color for which we choose n= 4
3

(sometimes, as in [8] the angle of minimum deviation is
deAned as the complement of Dmin; which for k=2 is ≈ 129

◦

). Each additional reTection of
course is accompanied by a loss of light intensity because of transmission out of the drop at
that point, so on these grounds alone it would be expected that the tertiary rainbow (k=3)
would be diYcult to observe. In this case Dmin ≈ 319

◦

, and the light concentration therefore is
at about an angle of 41

◦

from the incident light direction. This means that it appears behind the
observer as a ring around the sun. Due to (i) the increased intensity of sunlight in this region,
(ii) the fact that the angles of incidence im increase with k (see (1.3)) and result in a reduction
of incident intensity per unit area of the surface, and hence also a reduction for the emergent
beam, (iii) higher-order rainbows are wider than orders one and two, (iv) the presence of light
reTected from the outer surface of the raindrops (direct glare), (v) light emerging with no
internal reTections (transmitted glare), and (vi) the reduced intensity from three reTections, it
is not surprising that such rainbows (i.e. k¿ 3) have not been reliably reported in the literature
(but see [13]).

At this point it is useful to note the alternative valuable and very succinct treatment of the
geometrical theory of the rainbow provided by Jackson [35]. Instead of using the angles of
incidence i and refraction r, the author works in terms of the impact parameter b (normalized
by the drop radius a so the fundamental variable is x= sin i= b=a; see also the appendix in
[16]). For the primary rainbow in particular (k=1) Eq. (1.1) becomes

�=�+ 2 arcsin x − 4 arcsin(x=N ) ; (1.1a)

where the deviation angle D1 has been replaced by �; which is the standard variable used in the
study of scattering cross sections (see Appendix A and Section 1.5 below; it is useful to interpret
the rainbow problem in terms of scattering theory even at this basic level of description). Noting
that d�=di= cos i d�=dx for given N , it follows that extrema of �(i) can be expressed in terms
of extrema of �(x); hence

�′(x)=
2√

1− x2
− 4√

N 2 − x2
(1.1b)

and

�′′(x)=
2x

(1− x2)3=2 − 4x

(N 2 − x2)3=2 : (1.1c)

By requiring �′(x0)=0 it follows that x0 =
√

(4− N 2)=3 from which result (1.3) is recovered
for k=1: Obviously, this result can be generalized to other positive integer values of k: Note
also that

�′′(x0)=
9(4− N 2)1=2

2(N 2 − 1)3=2
¿ 0 for 1¡N ¡ 2 ;

so the angle of deviation is indeed a minimum as expected. We note two other aspects of the
problem discussed in [35] (this article will be mentioned again in connection with Airy’s theory
of the rainbow in Section 2.1). First, it is clear that for x ≈ x0 the familiar quadratic “fold” for
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�(x) is obtained:

� ≈ �0 + �′′(x0)(x − x0)2=2 ; (1.1d)

where �0 = �(x0): This result will be required in Section 2.1. The second comment concerns
dispersion: since �= �(x; N ) it follows from (1.1a) that

9�

9N
=− 4

9

9N
[arcsin(x=N )]=

4x

N
√
N 2 − x2

and so at the rainbow angle (�0 ≈ 138
◦

corresponding to x0 =
√

(4− N 2)=3 ≈ 0:86 for N = 4
3
)

9�

9N
=

2

N

√

4− N 2

N 2 − 1
: (1.1e)

This can be used to estimate the angular spread of the rainbow (]�) given the variation in N
over the visible part of the spectrum (]N ); as noted above ]� is slightly less than 2

◦

for the
primary bow. Note also that since

d�

d�
≈ d�

dN

dN

d�

for given x0 (i.e. neglecting the small variation of x0 with wavelength �) and dN=d�¡ 0; it
follows that d�=d�¡ 0, and so the red part of the (primary) rainbow emerges at a smaller angle
than the violet part, so the latter appears on the underside of the arc with the red outermost.

Thus far we have examined only the variation in the deviation of the incident ray as a
function of the angle of incidence (or as a function of the normalized impact parameter). Even
within the limitations of geometrical optics, there are two other factors to consider. The Arst
of these is the behavior of the coeYcients of reTection and refraction as a function of angle
of incidence, and the second is to determine how much light energy, as a function of angle of
incidence, is deviated into a given solid angle after interacting with the raindrop. This might be
thought of as a classical “scattering cross section” type of problem. The Arst of these factors
involves the Fresnel equations, and though we shall not derive them here an excellent account
of this can be found in the book by Born and Wolf [23] (see also [22,36]: another classic text).

1.4. Polarization of the rainbow

Electromagnetic radiation—speciAcally light—is propagated as a transverse wave, and the
orientation of this oscillation (or “ray”) can be expressed as a linear combination of two “basis
vectors” for the “space”, namely, mutually perpendicular components of two independent linear
polarization states [2]. Sunlight is unpolarized (or randomly polarized), being an incoherent
mixture of both states, but reTection can and does alter the state of polarization of an incident
ray of light. For convenience we can consider the two polarization states of the light incident
upon the back surface of the drop (i.e. from within) as being, respectively, parallel to and
perpendicular to the plane containing the incident and reTected rays. Above a critical angle of
incidence (determined by the refractive index) both components are totally reTected, although
some of the light does travel around the surface as an “evanescent” wave; this shall be discussed
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Fig. 6. The reTectivity of light impinging on a water=air interface from within the denser medium (i.e. from within
the raindrop) as a function of the angle of incidence, resulting in the polarization of the rainbow. There is always
some reTection of the component perpendicular to the plane of reTection (the plane containing the incident and
reTected rays); the parallel component however, is completely transmitted at the Brewster angle. At the critical
angle for total internal reTection, surface waves can be created, travelling along the surface of the drop for several
degrees of arc (see Sections 3 and 5). (Redrawn from [2].)

in more detail in a later section. This critical angle of incidence, ic; from within the drop is
deAned by the expression

ic= arcsin(N−1) ; (1.7)

where N is the refractive index of the water droplet (more accurately, N is the ratio of the
refractive indices of water and air, both relative to a vacuum). Taking a generic value for N of 4

3
(orange light) we And ic ≈ 48:6

◦

: At angles i less than ic the parallel component of polarization
is reTected less eYciently than its perpendicular counterpart, and at the Brewster angle it is
entirely transmitted, leaving only perpendicularly polarized light to be reTected (partially) from
the inside surface of the drop. Since the Brewster angle, as shown below, is close to the
angle of total internal reTection ic, the light which goes on to produce the rainbow is strongly
perpendicularly polarized. At the Brewster angle the reTected and refracted rays are orthogonal
(and hence complementary), and therefore it follows from Snell’s law that

iB= arctan(N−1) (1.8)

(remember this is from within the drop), from which iB ≈ 36:9
◦

; di9ering from ic by about 12
◦

(see Fig. 6 and also [2]). It is perhaps worth pointing out here that the discussion by Tricker
[8] is for an air-to-water interface, so that N−1 in Eq. (1.8) above should be replaced by N ;
the corresponding value iB above is the supplement of the above angle, i.e. ≈ 53:1

◦

:
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The coeYcient of reTection of light depends on its degree of polarization: Consider Arst
the case of light polarized perpendicular to the plane of incidence, with the amplitude of the
incident light taken as unity. It follows from the Fresnel equations that the fraction of the
incident intensity reTected is [23]

sin2(r − i)
sin2(r + i)

(1.9)

and

tan2(r − i)
tan2(r + i)

; (1.10)

if the light is polarized parallel to the plane of incidence (there is an apparent discrepancy
between the terminology of Tricker [8] and Walker [14] at this point: in particular the diagrams
in [8] for the Fresnel coeYcients as a function of i for an air-to-water interface have the opposite
sense of polarization to that in [22,23] and other texts). It follows that for a ray entering a drop
and undergoing k internal reTections (plus 2 refractions), the fraction of the original intensity
remaining in the emergent ray is, for perpendicular polarization,

Ik1 =

[

1−
(

sin2(r − i)
sin2(r + i)

)]2 (
sin2(r − i)
sin2(r + i)

)2k

(1.11)

and for parallel polarization

Ik2 =

[

1−
(

tan2(r − i)
tan2(r + i)

)]2 (
tan2(r − i)
tan2(r + i)

)2k

: (1.12)

The total fraction is the sum of these two intensities. For angles of incidence close to normal,
for which i ≈ Nr; it follows that the single-reTection intensity coeYcients for reTection and
refraction become, from Eq. (1.9)

(

N − 1

N + 1

)2

(1.13)

and

4N

(N + 1)2
; (1.14)

respectively. For the choice of N = 4
3

under these circumstances it follows that the reTection
and refraction coeYcients are approximately 0:02 and 0:98, respectively.

An alternative but entirely equivalent formulation of the Fresnel equations is applied to the
polarization of the (primary) rainbow in [35], using the relative amplitude equations for polar-
ization both perpendicular to (E⊥) and parallel to the plane of incidence (E||) [36]. For each
polarization, the emerging relative amplitude (i.e. scattered : incident) is determined by the prod-
uct of the relative amplitudes corresponding to the three interfaces, namely transmission at an
air=water interface, reTection at a water=air interface and transmission at a water=air interface
(for rays 1, 2, 3 and 3′, respectively, in Fig. 1(c)). Care must be taken to identify the correct
refractive indices and angles of incidence, both of which depend on which medium the ray is
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about to enter. The calculations (omitted in [35]) are straightforward but nonetheless worthy of
note, and are summarized below. There are three interfaces to consider for the primary rainbow

analysis: air=water transmission (with transmission coeYcients t
(1)
s and t

(1)
p for the vector E

perpendicular and parallel to the plane of incidence, respectively); water=water re9ection (with

corresponding reTection coeYcients r
(2)
s ; r

(2)
p ), and water=air transmission (with transmission

coeYcients t
(3)
s ; t

(3)
p ). Each will be considered in turn; in what follows n denotes the refractive

index of the ‘incidence’ medium, n′ that of the ‘transmission’ medium, and as usual, i and r
represent the angles of incidence and refraction. N is the refractive index of water; that of air
will be taken as unity. The formulae for the various coeYcients are taken from [36].

1.4.1. Air=water transmission
n=1; n′ =N = 4

3
; at the (primary) rainbow angle (according to geometrical optics)

cos i=

√

N 2 − 1

3

from which the remaining quantities follow, so that

t(1)s =
2 cos i

cos i +
√

N 2 − sin2 i
=

2

3

and

t(1)p =
2N cos i

N 2 cos i +
√

N 2 − sin2 i
=

2N

2 + N 2
:

1.4.2. Water=water re9ection
n=N = 4

3
; n′ =1; in this case

sin r=
1

N

√

4− N 2

3
;

so that

r(2)s =
N cos r −

√

1− N 2 sin2 r

N cos r +
√

1− N 2 sin2 r
=

1

3

and

r(2)p =
cos r − N

√

1− N 2 sin2 r

cos r + N
√

1− N 2 sin2 r
=

2− N 2

2 + N 2
:

1.4.3. Water=air transmission
Again, n=N = 4

3
; n′ =1; and in this Anal situation

t(3)s =
2N cos r

N cos i +
√

1− N 2 sin2 r
=

4

3

and

t(3)p =
2N cos r

cos i + N
√

1− N 2 sin2 r
=

4N

2 + N 2
:
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These coeYcients are combined according to respective products

(i) t(1)s r
(2)
s t

(3)
s = 2

3
1
3

4
3
= 8

27

and

t(1)p r
(2)
p t

(3)
p =

2N

2 + N 2

2− N 2

2 + N 2

4N

2 + N 2
=2

(

2− N 2

2 + N 2

)(

2N

2 + N 2

)2

so that the required relative amplitudes are

(1)
Escatt

Einc
= 8

27
(for E⊥) and (1:15)

Escatt

Einc
=2

(

2N

N 2 + 2

)2 (

2− N 2

2 + N 2

)

(for E||) :

It follows that the relative intensity of the perpendicular polarization (for N = 4
3
) is 8:78% (i.e.

I⊥ ≈ 0:0878I0) and for the parallel polarization it is 0:34% (i.e. I|| ≈ 0:0034I0; note therefore,
that I|| ≈ 0:039I⊥; so the primary bow is about 96% perpendicularly polarized).

Notice from Eq. (1.10) that the fraction of the intensity of reTected light is zero (for parallel
polarization) when the denominator in the coeYcient vanishes, i.e. when i+r=�=2; at this point
the energy is entirely transmitted, so the internally reTected ray is completely perpendicularly
polarized. From this it follows that

sin i=N sin r=N cos i ;

whence

tan i= tan iB=N

for external reTection, and Eq. (1.8) for internal reTection. In the latter case, for N = 4
3
, this

yields iB ≈ 36:9
◦

; the Brewster polarizing angle, as pointed out above. Note that as i+r “passes
through” �=2; the tangent changes sign (obviously being undeAned at �=2); this corresponds
to a phase change of 180

◦

which will be noted when the so-called “glory” is discussed later.
Notwithstanding the di9erences in terminology, it is also shown in [8], using Eqs. (1.11) and
(1.12) that the primary rainbow is about 96% polarized (as shown above using Eqs. (1:15)),
and the secondary bow somewhat less so: approximately 90%.

1.5. The physical basis for the divergence problem

In this subsection the physics of the di;erential scattering cross section is discussed (see
the deAnition of this in Appendix A). Referring to Fig. 7, note that for light incident upon the
raindrop in the incidence interval (i; i + �i) the area “seen” by the incident rays is

(2�a sin i)(a cos i)�i

or

�a2�i sin 2i :
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Fig. 7. The geometry leading to the derivation of the geometrical optics intensity function (1.15), which predicts
inAnite intensity at the rainbow angle. (Redrawn from [8].)

These rays are then scattered into an interval (�; � + ��) say, measured from the direction of
incidence, and this results in solid angle of

(2� sin �)��

being occupied by these rays. Thus the energy (relative to incoming energy) entering unit solid
angle per unit time after internal reTection (and neglecting losses from refraction and reTection)
is

a2 sin 2i

2 sin �

(

�i

��

)

: (1.15)

Passing to the limit, the Cartesian condition for the occurrence of the rainbow is of course that
d�=di=0, but now we are in possession of a geometric factor which modulates non-zero values
of this derivative. This factor is undeAned when �=0 or � (these cases occurring when i=0),
but for the case of a single internal reTection with both i and � “small”, using �=�−D=4r−2i,
we have

lim
i→0+

sin 2i

sin �
=

2i

�
=

2i

4r − 2i
=

N

2− N : (1.16)

Since this ratio is just 2 when N = 4
3

it is clear that the intensity of the “backscattered” light
is not particularly large when �=0. This excludes, of course, any di9raction e9ects. Note that
for large angles of incidence (i.e. i ≈ 90

◦

), the angle � (as deAned in Fig. 7) never returns to
zero, being given instead by the expression

�=4 arcsin(N−1)− 180
◦

; (1.17)

which for N = 4
3
is approximately 14:4

◦

according to geometrical optics (more will be said about
such grazing incidence rays when the glory is discussed in Section 3). Of course, it has already
been noted that at the rainbow angle (corresponding to � ≈ 42

◦

) the intensity is predicted to
become inAnite according to the same theory!
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2. Theoreticalfoundations

2.1. The supernumerary rainbows;a heuristic account of Airy theory

These bows are essentially the result of interference between rays emerging from the raindrop
close to the rainbow angle (i.e. angle of minimum deviation). In general they will have entered
at di9erent angles of incidence and traversed di9erent paths in the denser medium; there is of
course a reduction in wavelength inside the drop, but the overall e9ect of di9erent path lengths
is the usual “di9raction” pattern arising as a result of the destructive=constructive interference
between the rays. The spacing between the maxima (or minima) depends on the wavelength
of the light and the diameter of the drop—the smaller the drop the greater the spacing (see
Fig. 4). Indeed, if the drops are less than about 0:2 mm in diameter, the Arst maximum will
be distinctly below the primary bow, and several other such maxima may be distinguished if
conditions are conducive.

Although this phenomenon is decidedly a “wavelike” one, we can gain some heuristic insight
into this mechanism by considering, following Tricker [8], a geometrical optics approach to
the relevant rays and their associated wavefronts. This is done by considering, not the angle
of minimum deviation, but the point of emergence of a ray from the raindrop as the angle of
incidence is increased. A careful examination of Fig. 1(a) reveals that as the angle of incidence
is increased away from zero, while the point of entry moves clockwise around the drop, the
point of emergence moves Arst in a counterclockwise direction, reaches an extreme position,
and then moves back in a clockwise direction. This extreme point has signiAcant implications
for the shape of the wavefront as rays exit the drop in the neighborhood of this point. Referring
to this Agure, we wish to And when angle BOA=4r − i is a maximum. This occurs when

dr

di
=

1

4

and

d2r

di2
¡ 0 :

The Arst derivative condition leads to

cos2 i

N 2 − sin2 i
=16 (2.1)

or

i= arccos

(

N 2 − 1

15

)1=2

; (2.2)

whence for N = 4
3
, i ≈ 76:8

◦

, well past the angle of incidence corresponding to the rainbow
angle, which is i ≈ 59:4

◦

for the same value of N . As can be seen from Fig. 8(a), if YEY ′

represents the ray which emerges at minimum deviation, rays to either side of this are deviated
through larger angles as shown. By considering the corresponding wavefront WEW ′ (distorted
from the wavefront XOX ′ (see Fig. 8(b)) corresponding to a parallel beam of rays) it is clear that
we are dealing with, locally at least, a cubic approximation to the wavefront in the neighborhood
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Fig. 8. (a) The ray of minimum deviation YY ′ and nearby rays emerging from the (locally) cubic wavefront WW ′,
(b) the geometry of the wavefront WW ′ leading to the Airy integral form for the amplitude (2.8). (Redrawn from
[8].)

of the point E, which is itself a point of inTection. With point E as the origin of coordinates
and YY ′, XX ′ as the coordinate axes, it is clear that, as drawn, the equation of the wavefront
WEW ′ can be written as

y= c′x3 ;

since y′(0)=0, where c′ is a constant with dimensions of (length)−2. It is reasonable to expect
that the linear dimensions of the wavefront will be related to the size of the raindrop from
whence it comes, so in terms of the drop radius a we write

y=
c

a2
x3 ; (2.3)

c now being dimensionless. At this point, we are in a position to deduce the form of the famous
“rainbow integral” introduced by Sir George Airy in 1838 [21]. Using Fig. 8(b) we can derive
an expression for the amplitude of the wave in a direction making an angle � with that of
minimum deviation. By considering the path di9erence % between the points P(x; y) and O we
have

%=OS=OR− RS=OR− TN = x sin �− y cos �

or

%= x sin �− cx3

a2
cos � : (2.4)

In relative terms, if the amplitude of a small element �x of the wavefront at O is represented
by sin$t, then that from a similar element at P is sin($t + �), where

�=
2�%

�
= k% ;
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� being the wavelength, and k being the wavenumber of the disturbance. For the whole wave-
front the cumulative disturbance amplitude is therefore the integral

A=

∫ ∞

−∞
sin($t + k%) dx

or, since sin k% is an odd function,

A= sin$t

∫ ∞

−∞
cos k% dx : (2.5)

In terms of the following changes of variable:

+3 =
2kcx3 cos �

�a2
(2.6)

and

m+=
2kx sin �

�
; (2.7)

the above integral may be written in the canonical form

(

�a2

2kc cos �

)1=3 ∫ ∞

−∞
cos

�

2
(m+− +3) d+ : (2.8)

This is Airy’s rainbow integral, Arst published in his paper entitled “On the Intensity of Light
in the neighbourhood of a Caustic” [21]. The signiAcance of the parameter m can be noted by
eliminating + from Eqs. (2.6) and (2.7) to obtain

m=

(

2ka

�

)2=3 (
sin3 �

cos �

)1=3

; (2.9)

which for suYciently small values of � (the angle of deviation from the rainbow ray) is pro-
portional to �3.

A graph of the rainbow integral qualitatively resembles the di9raction pattern near the edge
of the shadow of a straight edge, which has the following features: (i) low-intensity, rapidly
decreasing illumination in regions that geometrical optics predicts should be totally in shadow,
and (ii) in the illuminated region (as with di9raction), a series of fringes, which correspond
to the supernumerary bows below the primary rainbow. The Arst maximum is the largest in
amplitude, and corresponds to the primary bow; the remaining maxima decrease rather slowly in
amplitude, the period of oscillation decreasing also. The underlying assumption in this approach
is that di9raction arises from points on the wavefront in the neighborhood of the D7escartes ray
(of minimum deviation); provided that the drop size is large compared to the wavelength of
light this is reasonable, and is in fact valid for most rainbows. It would not be as useful an
assumption for cloud or fog droplets which are considerably smaller than raindrops, but even
then the drop diameter may be Ave or ten times the wavelength, so the Airy theory is still
useful. Clearly, however, it has a limited domain of validity.
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Fig. 9. (a) Details of the cusped wavefront upon its emergence from the raindrop. (b) Interference between the two
arms of the cusped wavefronts (greatly exaggerated) can be expected to produce the supernumerary bows. (see Fig.
4 and [8], from which these Agures are redrawn.)

Another feature of the rainbow problem that has been neglected thus far is the three-
dimensional nature of the di9raction: the wavefront is a surface in three dimensions, not merely
a curve in two. The factor in Eq. (2.8) above, namely

(

�a2

2kc cos �

)1=3

=

(

�a2

4c cos �

)1=3

; (2.10)

requires modiAcation. In fact, it is necessary to multiply this factor by (a=�)1=2 (see Appendix I
in [8] for a discussion of this factor based on Fresnel zones). Since the angle � will be small,
this results in an amplitude proportional to (a7=�)1=6 or equivalently, an intensity proportional to
(a7=�)1=3. Thus, the relatively strong dependence of intensity upon drop size is established within
the Airy regime: other things being equal, larger drops give rise to more intense rainbows. Note
also that the �-dependence is important to determine the intensity distribution with wavelength.

The di9raction pattern may be thought of as arising from interference of two arms of a cusped
wavefront [8] (see Figs. 9(a) and (b); but note also the discussion in [37]). A set of maxima
and minima occur, lying between the direction of the incident light and the D7escartes ray. A
change of phase occurs when light passes a focus (see Fig. 9(a)), so it is to be expected that
the D7escartes ray would not correspond exactly to the direction of maximum intensity (which is
displaced inwards), and this is indeed the case, as more complete theory shows. Furthermore, it
is not the case that the intensities should be the same along both arms of the cusped wavefront,
which implies that the minima will not in general be of zero intensity; in Airy’s theory there
is assumed to be no variation in intensity along the wave, and as a result the intensity minima
are zero.

A more mathematical description has been provided in [35] which is both brief and valuable.
Referring to Fig. 1(a), we write the phase , accumulated along the critical ray between the sur-
faces A′A′′ and B′B′′ is, in terms of the relative impact parameter (x= sin i= b=a) introduced in
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Section 1.3,

,(x)= ka{2(1− cos i) + 4N cos r}

=2ka{1−
√

1− x2 + 2
√

N 2 − x2} :
The Arst term inside the Arst set of brackets is the sum of the distances from both A′′ and B′′ to
the surface of the drop; the second term is N times the path length interior to the drop. Noting
that

,′x(x)=2ka

{

x√
1− x2

− 2x√
N 2 − x2

}

and comparing this with the result derived in Section 1 for the derivative with respect to x of
the deTection angle �(x) it is seen that

,′(x)= kax�′(x) :

Near the critical angle �= �0 (and hence near x= x0) this result may be written in terms of the
variable += x − x0, i.e.

,′(+)= ka[x0�
′(+) + +�′(+)] ;

whence

,(+)=,0 + ka

[

x0(�− �0) + +�(+)−
∫ +′

0

�(+′) d+′

]

:

Using the result, previously derived, that near �= �0,

�(+) ≈ �0 + �′′(�0)+
2=2 +O(+3) ;

it is readily shown that

,(+) ≈ ,0 + ka[x0(�− �0) + �′′(�0)+
3=3 +O(+4) ;

so that for two rays, each one close to, but on opposite sides of the critical ray, with equal and
opposite +-values, it follows that their phase di9erence � is

�=,(+)− ,(−+) ≈ 2ka�′′(�0)+
3=3 :

When a phase di9erence is equal to an integer multiple of 2� then the rays interfere construc-
tively in general; however, in this instance (and as noted above) an additional �=2 must be
added because a focal line is passed in the process (see [7, chapters 12 and 13]). Hence for
constructive interference

�K − �0 ≈
(

3�(K + 1
4
)

ka

)2=3
[

�′′(�0)

8

]1=3

; K =1; 2; : : : :

Clearly, within this approximation, �K − �0 ˙ (ka)−2=3 which is quite sensitive to droplet size.
If the droplets are large enough, the supernumerary bows lie inside the primary bow and thus
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are not visible; Jackson demonstrates that the maximum uniform droplet size rendering them
visible is a � 0:28 mm [35]. If the droplets are not uniform in size, the maxima may be washed
out by virtue of the spread in sizes; if the droplets are all very small (a¡ 50 �m) the various
colors are dispersed little and “whitebows” or “cloudbows” result.

To capitalize on the expressions for the phase function ,(x) and �− �0, refer now in Agure
(∗) to the wavefront along BB′; following [35], it can be shown using the Kircho9 integral for
di9raction that the amplitude of the scattered wave near �= �0 is

 scatt ˙

∫ ∞

−∞
eika[(�−�0)+−�

′′+3=6] d+ :

This can be expressed in the form of an Airy integral Ai(−%) (essentially equivalent to Eq.
(2.8), which is the form given in [7]), where

Ai(−%)= 1

�

∫ ∞

0

cos

(

1

3
+3 − %+

)

d+ ;

where

%=

(

2k2a2

�′′(�0)

)1=3

(�− �0) :

For more details of the Airy function and the relationship between the two forms, see Appendix
B. For large values of %¿ 0 the dominant term in the asymptotic expansion for Ai(−%) is

Ai(−%) � (�2%)−1=4 sin

(

2

3
%3=2 +

�

4

)

corresponding to slowly decaying oscillations on the “bright” side of the primary bow (for
%¡ 0, Ai(−%) decreases to zero faster than exponentially; this is the “shadow” side of the
primary bow). Noting that [35]

〈|Ai(−%)|2〉=(2�
√
%)−1 ;

where 〈:〉 means the average value of its argument, it may be veriAed that

〈|Ai(−%)|2〉= 1

2�

(

�′′2(�0)

4ka

)1=3
√

2

�′′(�0)(�− �0)
:

Near �= �0, the classical di9erential scattering cross section has been found to be

d/

d0 class
≈

(

a2x0
sin �0

)

√

2

|�′′(�0)(�− �0)|

(the factor a2 appearing because x is dimensionless). By comparing this directly with the mean
square Airy intensity, an approximate expression for the “Airy di9erential cross section” can be
inferred, namely

d/

d0Airy
≈

(

2�a2x0
sin �0

)(

4ka

�′′2(�0)

)1=3

|Ai(−%)|2 :
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If the intensity loss from two refractions and one reTection are ignored (they cannot be)
this cross section is about 30 times as great as that for an isotropic di9erential cross sec-
tion (d/=d0= a2=4) at the peak of the primary bow when ka=103. This must be multiplied by
the scattered=incident ratios calculated in Section 1.4 when these intensity losses are included.
This renders the two cross sections comparable in magnitude [35].

The extension of the Airy theory to incorporate the superposition of light of all colors was
Arst carried out by Pernter and Exner [38] in 1910, and later by Buchwald [39], who cor-
rected some errors in the former work. The methods and results for the Airy–Pernter theory
are well summarized by Tricker, and only a few speciAc results will be noted here. From the
basic di9raction theory discussed so far, it is reasonable to expect supernumerary bows to exist
outside the secondary bow (in the region of low-intensity illumination). Because of the width
of the secondary—more than twice that of the primary—the displacements of the individual
color interference patterns will be larger, and whiter, weaker supernumerary bows are to be
expected, which, coupled with the lower intensity of the secondary bow means that such su-
pernumeraries are rarely observed. Another point to be mentioned here involves polarization:
changes in polarization can be neglected only if the plane of incidence of sunlight on the drop
varies by a small angle, which in turn means that integral (2.8) should extend (in practice)
only over those portions of the wavefront in the neighborhood of the D7escartes ray. This is
clearly another limitation of the theory as originally formulated. Malkus et al. attempted to
improve upon the Airy–Pernter theory by developing a better approximation to the shape of the
wavefront (amongst other things), subsequently applying their theory to cloud (as opposed to
rain) droplets, with mixed success [40].

2.2. Mie scattering theory

Mie theory is based on the solution of Maxwell’s equations of electromagnetic theory for
a monochromatic plane wave from inAnity incident upon a homogeneous isotropic sphere of
radius a. The surrounding medium is transparent (as the sphere may be), homogeneous and
isotropic. The incident wave induces forced oscillations of both free and bound charges in syn-
chrony with the applied Aeld, and this induces a secondary electric and magnetic Aeld, each of
which has a components inside and outside the sphere [41] (see also [9,10]).

In what follows reference will be made to the intensity functions i1; i2, the Mie coeYcients
an; bn and the angular functions �n; 1n. The former pair are proportional to the (magnitude)2 of
two incoherent, plane-polarized components scattered by a single particle; they are related to
the scattering amplitudes S1 and S2 in the notation of Nussenzveig [10]. The function i1(
; N; �)
is associated with the electric oscillations perpendicular to the plane of scattering (sometimes
called horizontally polarized) and i2(
; N; �) is associated with the electric oscillations parallel
to the plane of scattering (or vertically polarized). The scattered wave is composed of many
partial waves, the amplitudes of which depend on an(
; N ) and bn(
; N ). Physically, these
may be interpreted as the nth electrical and magnetic partial waves, respectively. The intensity
functions i1; i2 are represented in Mie theory as a spherical wave composed of two sets of
partial waves: electric (an) and magnetic (bn). The Arst set is that part of the solution for
which the radial component of the magnetic vector in the incident wave is zero; in the second
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set the corresponding radial component of the electric vector is zero. A given partial wave can
be thought of as coming from an electric or a magnetic multipole Aeld, the Arst wave coming
from a dipole Aeld, the second from a quadrupole, and so on [41]. The angular functions �n(�)
and 1n(�) are, as their name implies, independent of size (
) and refractive index (N ). These
are investigated in some detail by Penndorf [41] in connection with scattering in the forward,
backward and side directions for N =1:33.

For a point P located a distance r from the origin of coordinates, at polar angle � and
azimuthal angle , the scattered intensities I� and I, are, respectively,

I�=

(

i2
kr

)2

cos2 , (2.11)

and

I,=

(

i1
kr

)2

sin2 , ; (2.12)

where ij = |Sj|2; j=1; 2 and the amplitude functions Sj are given by

S1 =

∞
∑

n=1

2n+ 1

n(n+ 1)
[an�n(cos �) + bn1n(cos �)] (2.13)

and

S2 =

∞
∑

n=1

2n+ 1

n(n+ 1)
[an1n(cos �) + bn�n(cos �)] ; (2.14)

where n is the order of the induced electric or magnetic multipole. The Legendre functions
�n(cos �) and 1n(cos �) are deAned in terms of the associated Legendre functions of the Arst
kind, P1

n(cos �) as

�n(cos �)=
P1
n(cos �)

sin �
(2.15)

and

1n(cos �)=
d

d�
P1
n(cos �) : (2.16)

The scattering coeYcients an and bn are deAned in terms of the so-called Ricatti–Bessel
functions of the Arst and second kinds, respectively, these being

 n(z)=

√

�z

2
Jn+1=2(z) and 4n(z)= (−1)n

√

�z

2
J−(n+1=2)(z) :

Also note that a Riccati–Hankel function is readily deAned by

+n(z)=  n(z) + i4n(z) :
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Then it follows that an and bn can be written

an=
 n(
) 

′
n(5)− N n(5) ′

n(
)

+n(
) ′
n(5)− N n(5)+′n(
)

(2.17)

and

bn=
 n(5) 

′
n(
)− N n(
) ′

n(5)

+′n(
) n(5)− N ′
n(5)+n(
)

; (2.18)

where the usual dimensionless size parameters are 
= ka and 5=N
. This form can be sim-
pliAed by the introduction of phase angles; and this results in considerable simpliAcation if the
refractive index is real. Further details of the analysis may be found in the book by van de
Hulst [7]; for an alternative but entirely equivalent formulation see [10]. Van de Hulst demon-
strated that the Mie formulae lead, for large values of 
; to a principle for localizing rays and
separating di9racted, refracted and reTected light (in the sense of geometrical optics). This is
called the localization principle and will be utilized in connection with the theories of the glory
in Section 3 and the CAM approach to rainbows and glories in Section 5. The principle asserts
that the term of order n in the partial wave expansion corresponds approximately to a ray of
distance (n + 1

2
)=k from the center of the particle (this is just the impact parameter). When


�1, the expansions for the Sj may be truncated at n+ 1
2
� 
 (in practice, nmax ∼ 
+4
1=3+2;

see [5,10,42]) and the remaining sum is separated into two parts: a di9racted light Aeld com-
ponent independent of the nature of the particle, and reTected and refracted rays dependent on
the particle (see also [43–46]). In the former case both amplitude functions are equal to the
quantity


2 J1(
 sin �)

(
 sin �)
; (2.19)

a result we shall have occasion to refer to later.

3. Glories

3.1. The backward glory

Mountaineers and hill-climbers have noticed on occasion that when they stand with their
backs to the low-lying sun and look into a thick mist below them, they may sometimes see a
set of colored circular rings (or arcs thereof) surrounding the shadow of their heads. Although
an individual may see the shadow of a companion, the observer will see the rings only around
his or her head. This is the phenomenon of the glory, sometimes known at the anticorona, the
brocken bow, or even the specter of the Brocken (it being frequently observed on this high peak
in the Harz mountains of central Germany). A brief but very useful historical account (based on
[38]), along with a summary of the theories, can be found in [47]. Early one morning in 1735,
a small group of people were gathered on top of a mountain in the Peruvian Andes, members
of a French scientiAc expedition, sent out to measure a degree of longitude, led by Bouguer
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and La Condamine; a Spanish captain named Antonio de Ulloa also accompanied them. They
saw an amazing sight that morning. According to Bouguer [38] this was

“a phenomenon which must be as old as the world, but which no one seems to have
observed so far: : : A cloud that covered us dissolved itself and let through the rays of the
rising sun: : : Then each of us saw his shadow projected upon the cloud: : : The closeness
of the shadow allowed all its parts to be distinguished: arms, legs, the head. What seemed
most remarkable to us was the appearance of a halo or glory around the head, consisting
of three or four small concentric circles, very brightly colored, each of them with the same
colors as the primary rainbow, with red outermost.”

Ulloa gave a similar description and also drew a picture. In his account he said

“The most surprising thing was that, of the six or seven people that were present, each one
saw the phenomenon only around the shadow of his own head, and saw nothing around
other people’s heads.”

During the 19th century, many such observations of the glory were made from the top of the
Brocken mountain in central Germany, and it became known as the “Specter of the Brocken”.
It also became a favorite image among the Romantic writers; it was celebrated by Coleridge in
his poem “Constancy to an Ideal Object”. Other sightings were made from balloons, the glory
appearing around the balloon’s shadow on the clouds. Nowadays, while not noted as frequently
as the rainbow, it may be seen most commonly from the air, with the glory surrounding the
shadow of the airplane. Once an observer has seen the glory, if looked for, it is readily found on
many subsequent Tights (provided one is on the shadow side of the aircraft!). Some beautiful
color photographs have appeared in the scientiAc literature [4,48,49].

The phenomenon in simplest terms is essentially the result of light backscattered by cloud
droplets, the light undergoing some unusual transformations en route to the observer, transfor-
mations not predictable by standard geometrical optics (see the summary of contributing factors
listed below). In a classic paper ([50]; later incorporated into his book [7]) van de Hulst put
forward his theory of the glory, though at that time the term anti-corona was commonly used
for this phenomenon. Noting that glories typically occur for cloud drop diameters of the or-
der of 25 �m (
 ≈ 150), he used the asymptotic forms for the Legendre functions (spherical
harmonics) �n and 1n above, namely

�n(cos �)= (−1)
n−1 1

2
n(n+ 1){J0(z) + J2(z)} (3.1)

and

1n(cos �)= (−1)
n 1
2
n(n+ 1){J0(z)− J2(z)} ; (3.2)

where as before, n is the order of the induced electric or magnetic multipole, z=(n+ 1
2
)6 and

6=�−� is small (note that in [42] z is deAned as n6). Under these circumstances the amplitude
functions S1(�) and S2(�) in the backward direction have the form

S1(180
◦

)=− S2(180
◦

)=

∞∑

n=1

1

2
(2n+ 1)(−1)n(bn − an) : (3.3)
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Fig. 10. An annular wavefront ABCDE emerging from a water droplet, giving rise to di9racted light at P (in
particular). SO is the direction of the incident light, orthogonal to AOB. The geometry of this Agure is used to
determine the intensity of the glory in a given direction (see Eq. (3.8)). (Redrawn from [8].)

Debye (see details in [51]) noted that terms in series (2.13) and (2.14) are comparable up
to n=
 and decrease rapidly thereafter, and for the moderately large values of 
 of interest
here, most terms in the above sums will nearly cancel out each other;however, this will not
be the case when near some value Ñ say, terms of the order

: : : Ñ − 3; Ñ − 2; Ñ − 1; Ñ ; Ñ + 1; Ñ + 2; Ñ + 3; : : :

have nearly equal phases, resulting in a signiAcant total amplitude. This is essentially a principle
of “stationary phase”for sums, as opposed to integrals. Van de Hulst deAnes

c1=
∑

n

(2n+ 1)(−1)nbn and c2=
∑

n

(2n+ 1)(−1)n−1an ; (3.4)

where the sums are to be taken only over those terms in the immediate “neighborhood” of
n= Ñ , further terms being neglected. For small 6 values the total amplitude functions can be
written subsequently as

S1(180
◦

− 6)= 1
2
c2{J0(u) + J2(u)}+

1
2
c1{J0(u)− J2(u)} (3.5)

with the c1 and c2 being interchanged for the amplitude S2(180
◦

− 6), where u=N6.
The basic calculations for this phenomenon are based on the intensity of di9racted light

arising from an annular (in fact toroidal) wavefront, the radius of which is of the same order
of magnitude as the size of the drop [8]. By considering incident light as depicted in Fig. 10,
and the disturbance arising from an element of the wavefront at point C in the Agure, it can be
shown that [8] the amplitude of the component polarized parallel to OE from this element is

a1= c1 sin(,− 5)sin,+ c2 cos(,− 5)cos, ;

where c1 and c2 are the amplitudes of the emergent polarizations of the parallel (to plane of
incidence) and transverse electric Aelds, respectively. The path di9erence between points C and
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E in the direction OP is �= r sin, sin �, and the phase di9erence is 2��=� ≡ x sin,. The total
amplitude polarized parallel to OE from the whole wavefront is, after some reduction (and using
antisymmetry of the cosine between the Arst and second quadrants)

A1= c1 cos 5

∫ 2�

0

1− cos 2,
2

cos(x sin,) d,+ c2 cos 5

∫ 2�

0

1 + cos 2,

2
cos(x sin,) d, ;

which to within a multiplicative factor is

A1= cos 5(c1{J0(x)− J2(x)}+ c2{J0(x) + J2(x)}) : (3.6)

Similarly, for the perpendicular polarization

A2= sin 5(c1{J0(x) + J2(x)}+ c2{J0(x)− J2(x)}) : (3.7)

For unpolarized light the direction of polarization changes rapidly and randomly, so little is
lost by replacing the terms cos2 5 and sin2 5 in the intensity by their averages (1

2
) to obtain

I =A21 + A
2
2=(c1 + c2)

2J 20 (x) + (c1 − c2)2J 22 (x) : (3.8)

The observational consequences of various choices of c1 and c2 (e.g. c1=± c2; c1=0) can be
found in Section 13:33 of [7]. Tricker [8] makes the choice c2=− 0:204c1 based on a rainbow
with 96% polarization in the plane of incidence (c22=c

2
1=4=96), and incorporating the change in

phase as the Brewster angle is exceeded (see also [50]). Fig. 10 is based on his calculations.
Further descriptive (and also historical) details may be found in [52].
More can be said about the glory from a purely geometrical optics viewpoint. Recall that,

for the heuristic description of the rainbow (Section 1.5) an important geometrical factor in the
amplitude was shown to be

∣

∣

∣

∣

sin 2i

sin �

di

d�

∣

∣

∣

∣

1=2

:

As noted already, rainbows correspond (at this level of description) to the condition d�=di=0,
i.e. inAnite intensity is predicted at the rainbow angle when interference is neglected. Such a
divergence also occurs when sin �=0 while sin 2i �=0; which occurs for �=0 and �. The fea-
tures associated with the forward direction are blended with the stronger coronae caused by the
di9raction of light around the spherical drop [7], but the backward direction corresponds to the
glory. Notice from Fig. 11 that the plane wavefront of the incident wave is emitted as a circular
front, which has a virtual focus at F; when the Agure is rotated about the axis of symmetry,
the emitted wavefront is seen to be toroidal. Furthermore, this wavefront apparently emerges
from the focal circle deAned by Huygens’principle can be used to describe the interference
pattern corresponding to this wavefront. Note that for a refractive index N ¡

√
2 there can be

no such o9-axis rays with less than four internal reTections contributing to the glory [7], but
the attenuation for these rays is such that their contribution is negligible [53]. Thus according
to ray theory, only the axial rays can contribute to this phenomenon.
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Fig. 11. Geometry of rays giving rise to the glory (neglecting surface-wave contribution). A plane wavefront is
incident upon a spherical drop:several ray paths are drawn, one of which is the path abcde. It can be seen that
rays adjacent to the central one correspond to a curved emerging wavefront, with a virtual focus at F . Because of
cylindrical symmetry, the Agure must be rotated about the axis cs; the outgoing rays (which mutually interfere)
deAne a toroidal wavefront from the virtual circular source described by the point F . (Redrawn from [7].)

Bryant and co-workers have carried out experimental and numerical investigations of the
glory, and have developed some interesting phenomenological models. In [54] the scattered
intensity of the axial rays is given as

Ia=
R
2

2(2− N 2)[(N
2 − 2N + 2) + N (2− N )cos 4N
] ; (3.9)

where R is the reTection coeYcient at normal incidence. This axial contribution is not suYcient
to explain the glory phenomenon [7] so Bryant and Cox [54] use the exact Mie theory to
elucidate information about surface wave contributions to the glory. (It should be pointed out
that in addition to surface waves there is also the possibility of such waves taking “short cuts”
through the sphere; this is addressed below.) In particular they calculated scattered intensities
at 90

◦

and 180
◦

of incident light polarized both normal to and parallel to the plane of scattering
for a size parameter 
 � 200. The total cross section contains large spikes at the 180◦ intensity;
this feature, much reduced in magnitude, also remains at 90

◦

; with spikes occurring alternately
in one polarization but not the other (see Fig. 2 in [54]). The periodicity of these spikes in 
 is
twice that of the total cross section and the 180

◦

intensity. In the latter there is a sinusoidally
varying component of period near 0:8. This “ripple” in the extinction curve (i.e. the ratio of
total cross section to geometric cross section vs 
) thus becomes enormously ampliAed in the
di9erential cross section at 180

◦

. It is well known that the cross sections are extremely sensitive
to small changes in the input parameters [10].
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Mention has been made already of the localization principle: terms of order n in the Mie
expansion correspond to a ray passing the origin at a distance (n+ 1

2
)=k because as is known in

connection with partial-wave analysis, the nth partial wave is associated with angular momentum

M =
√

n(n+ 1)˜ ∼ bn=(n+ 1
2
)˜

(the last approximation being valid for large values of n). The appropriate impact parameters
are concentrated within the annular region [n�=2�; (n+ 1

2
)�=2�]; and for the mid-range impact

parameter bn; M =pbn, where p is the incident linear momentum, which in the semiclassical
approximation is associated classically with a particle of momentum h=�. Hence

bn ≈
(n+ 1

2
)

k
:

The convergence of the Mie expansion for n&
= ka is (physically) a consequence of the fact
that the rays no longer interact with the scattering sphere (again, though, this is not the complete
picture; as has been noted in the introduction, tunneling to the surface can occur for impact
parameters greater than a, giving rise to the sharp resonances found in the ripple: this will
be further elaborated in Section 5). The results for the scattering at 180

◦

indicate that they
are determined almost entirely by rays nearly tangential to the surface together with a smaller
contribution from the axial rays.
Based on these results, an interesting phenomenological model for the surface waves was

developed in [54]. The idea is that a tangentially incident bundle of rays is trapped on the
spherical surface and propagates around it with constant attenuation due to reradiation. In terms
of unit amplitude at its point of tangential entry at 0

◦

, at 90
◦

it is A; A2 at 180
◦

; A3 at 270
◦

,
and so on, where |A|¡ 1: The scattering amplitude at 0

◦

can be represented as

S(0
◦

)= 5(1 + A4 + A8 + A12 + · · · ) + B ; (3.10)

where 5 is a real constant, and the term B represents the contribution to zero-degree scattering
from other mechanisms. Clearly

S(0
◦

)= 5(1− A4)−1 + B ; (3.11)

so writing A4= bei, and using the optical theorem [7] in the form

Q=4Re[S(0
◦

)]
−2 ; (3.12)

Q being the extinction coeYcient, it is found that

Q=Q0 +
45


2

(

1− b cos,
1 + b2 − 2b cos,

)

; (3.13)

where Q0 is determined by the term B. The authors then consider a region of resonance near
,=2m�; m being an integer and , being replaced by ,mod 2�: Thus it follows that if b= e−g

and , and g are both small

Q(,) ≈ D1
1 + (,=g)2

+D2 ; (3.14)
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where D1 and D2 are insensitive to small changes in ,: The period of this peak is 0:809,
so ,=2�
=0:809, and the authors At the equation for Q(,) to their numerical results for Q,
yielding a value for g=0:008. This means that b ≈ 0:99, and this represents the attenuation
around one circumference of the drop. Being so small, it implies that the peak is an interference
maximum involving tens, perhaps even hundreds of circuits by the surface wave. A similar
argument for �=180

◦

yields

S(180
◦

)= 5A2(1− A4)−1 + B′ (3.15)

with a corresponding expression for the intensity |S(180◦)|2; if the 90◦ and 270◦ scattering
amplitudes are combined then

S(90
◦

=270
◦

)= 5A(1− A2)−1 + B′′ (3.16)

and from the deAnition of , it is clear that the resonances at 90
◦

have twice the period that is
exhibited by S(180

◦

) and Q.
In a subsequent comparison of experimental results with Mie theory, Fahlen and Bryant

[55] developed a two-parameter scalar model in an attempt to gain insight into the scattering
mechanisms involved in the scattering data they acquired. Their model again involved surface
waves; such waves transport energy tangential to the interface between two media, and arises
when that energy strikes such an interface (between two dielectric media) from the more dense
side at or exceeding the critical angle for total reTection (allowing for a limiting process for the
initial interaction from the less dense side). It is known from several experiments [56,57] that
as a surface wave travels along the interface, it continuously reradiates energy back into the
denser medium at the angle of critical refraction. It is also attenuated by “spraying” o9 energy
tangentially as it propagates around the drop surface. Part of the energy refracted back into the
drop (the short cut component) is reTected internally and the remaining part interferes with the
surface wave; this occurs over the course of many revolutions around the drop. For a drop of
radius a it is shown that the total optical path length for a ray performing M revolutions around
the drop and n jumps (short cuts) across it is

l(n;M)=2�Ma+ �a+ 2na(tan 5− 5) ; (3.17)

where � is the scattering angle subtended by both the chord and the arc AB (see Fig. 12).
Denoting the amplitude of such a ray by A(n;M), the probability (statistical weight in [55]) for
n jumps by P(n;M) and the surface wave attenuation by exp(−6z), z being the surface distance
deAned by

z=2�Ma+ �a− 2n5a ;
then

A(n;M)=P(n;M) exp[− 6z + 2�il(n;M)=�] : (3.18)

The (complex) total amplitude At is the sum of all possible paths, i.e.

At =

∞
∑

M=0

n∗
∑

n=0

A(n;M) ; (3.19)
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Fig. 12. A general representation of both surface-wave (to A and from B) and “shortcut” components contributing
to the glory formed from water droplets. (Redrawn from [55].)

where n∗6 (2�M + �)=25 must be an integer. If P(n;M)= exp(−pn) and g= 6�=2� then it
may be shown that

ReAt =

∞
∑

M=0

n∗
∑

n=0

exp[− pn− g
(�+ 2�M − 2n5)] cos[
(�+ 2�M + 2n(tan 5− 5)]

(3.19a)

with a similar expression (involving a sine term) for ImAt :
The two parameters in this mathematical model are p (related to the jump probability) and

g (related to the attenuation of surface wave energy). By varying them to obtain the best
agreement between the experiment and the Mie theory curve for intensity vs size parameter

, Fahlen and Bryant And values p=0:01 and g=0:004: For these values the agreement is
good: the correct periodicity is present and also the sharp intensity resonances, even though no
allowance has been made for polarization. The combination of surface wave propagation and
short cuts across the drop are consistent with the more technical theory of Nussenzveig [6] and
contain many (but not all) of the essential components for a satisfactory explanation of the
glory. As mentioned above in connection with tunneling to the surface, a complete account of
the glory has now been a9orded by more recent work of Nussenzveig and coworkers; this will
be reviewed in Sections 5.6 and 5.8.

3.2. Rainbow glories

The topic of rainbow-enhanced forward and backward glory scattering (rainbow glories)
was studied by Langley and Morrell using both the geometrical optics approximation and Mie
theory [58] (there are many further useful references in this paper). For certain values of the
refractive index N in spherical scattering objects, a higher-order rainbow can coincide with
a forward or backward glory to produce exceptionally strong scattering in those directions.
The relevant values of N can be found from geometrical optics, but as already seen, in order
to characterize the glory adequately it is necessary to consider the e9ects of surface waves,
tunneling, internal resonances and high-order rainbows [53,59,60] along with complex angular
momentum techniques [61,10] as noted in the previous subsection.
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The total deviation angle D undergone by a ray is, in the present notation,

D=2i− 2rP + (P − 1)� : (3.20)

Forward and backward scattering correspond to D=L�; so from this relation and Snell’s law
the glory condition is found to be

N =(csc r) cos{rP − �(P − L)=2} : (3.21)

The ray paths may be conveniently designated by the ordered pair (P; L) where P is the
number of chords the ray makes inside the sphere and L is the number of times the ray crosses
the optical axis. The authors demonstrate that for a given N there may be 0; 1 or 2 glory rays
of type (P; L) with the following ranges:

3.2.1. Ray

sec(L�=2P)¿ N ¿ 0; P − 1¿ L ;

csc(�=2P)6N6P; P − 1=L :

3.2.2. Rays

sec(L�=2P)6N6N ∗; P − 1¿ L¿ 0 :

N ∗ is the refractive index for which a rainbow coincides with a glory; using the (necessary)
rainbow condition dD=di=0 is, on using Snell’s law and Eq. (3.20),

tan i=P tan r : (3.22)

The requirement that both the rainbow and glory conditions be satisAed is therefore

P tan r=B(tan rP)B (3.23)

where B=(−1)P−L−1: For a given (P; L) the solution of this equation for r when substituted
in (3.21) gives the value of N ∗. A table of eight such values can be found in [58] along with
detailed Agures and calculations for the physical optics approximation and the Mie theory; we
note several features here. By comparing incremental areas of the wavefront entering and exiting
the sphere, the parameter A=2(P tan r − tan i) occurs, where A is zero at the rainbow angle.
Using this parameter, the radius of curvature of the wavefront at the exit plane is deAned to be

Q(N )=
A

A+ sin i
:

Q=0 corresponds to a cubic wavefront, but the glory wavefront may be diverging (Q¿ 0) or
converging (Q¡ 0) at the exit plane, depending on the value of N: Many of the mathematical
details follow from the earlier work [62,63]. Normal glory scattering leads to an irradiance with
size parameter dependence O(
); for a rainbow-enhanced glory this becomes O(
4=3), based on
the physical optics approximation, and the Mie theory calculations conArm this at the predicted
values of N: The polarization properties of rainbow glories are found to be similar to those for
normal glory scattering.
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3.3. The forward glory

The optical glory is a strong enhancement in near-backward scattering of light from water
droplets with size parameter 
&100, arising from a combination of almost grazing incident rays,
di9raction of and interference between surface waves, ray shortcuts across the drop interior, and
complex rays in the shadow of high-order rainbows. The enhancement is associated with an

axial focusing e9ect of order
√

�G, where �G= kb is the glory angular momentum [7], but
for water droplets the major contribution to the phenomenon is from complex trajectories.
Nussenzveig and Wiscombe [64] studied the forward (optical) glory, and noted the following
necessary conditions for such a glory to be observed in Mie scattering: (i) the contributing ray
paths should involve the smallest possible number of internal reTections to minimize attenuation
by reTection and absorption along the optical path (the latter occurring if ImN ¿ 0); (ii) the
incident rays should be nearly tangential to minimize energy losses from internal reTections (so
the internal reTectivity should be as large as possible); and (iii) the e9ect must be large enough
not to be swamped by the intense forward di9raction peak (which is O(
)).
The smallest number of internal reTections that can lead to a forward glory is two; this

requires ReN¿ 2. For ReN =2, tangential incidence gives rise to an internal geometrical res-
onance path [6] in the shape of an equilateral triangle. For ReN ¡ 2, of interest in this report,
the triangle does not close, resulting in an angular gap > to be bridged by surface rays, (where
for simplicity of notation we write N for ReN ) [64]

>=6 arcsin(1=N )− � : (3.24)

For N =1:33, > � 112:5◦, but for N =1:85; > � 16◦: This is indicative of the sensitivity of >(N ),
and as pointed out by Khare [42], for large values of p (p − 1 being the number of internal
reTections) this becomes extreme, and care must be taken in employing asymptotic expressions
for the Debye amplitudes (note that if >¡ 0, the contribution is from rainbow terms, not surface
waves [53]).
In their calculations comparing the exact Mie theory with the complex angular momentum

approximation, Nussenzveig and Wiscombe note that the di9erence between the extinction eY-
ciencies does not show the irregular ripple Tuctuations seen in the backward glory, but instead
a regular, nearly sinusoidal oscillation arising from interference between the forward di9raction
peak and the forward glory contributions. Comparison of the predicted oscillation periods � from
both methods shows excellent agreement; the complex angular momentum theory predicting that
[61]

�=2�=(6
√

N 2 − 1 + >) (3.25)

Note that for the next geometrical resonance (an inscribed square), occurring for N =
√
2, the

corresponding � has a factor of 8 instead of 6 in (3.25), and the corresponding > is given by

>=8 arcsin(1=N )− 2� : (3.26)

Concerning polarization, the authors state that for scattering angles ��
−1=3 and 
� not �1,
both scattering amplitudes tend to be dominated by the Airy pattern of Fraunhofer di9raction
by a circular disk, namely J1(
�)=
�, which gives rise to the forward di9raction peak. The
amplitudes are polarized in a similar manner to those in the backward glory: one component
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exhibiting the Airy pattern behavior and the other with a J ′1(
�) angular dependence. In short,
the forward glory is strongly polarized, with the electric (parallel) component dominating, char-
acteristic of surface waves [61].

4.Semi-classical and uniform approximation descriptions of scattering

In a primitive sense, the semi-classical approach is the “geometric mean” between classical
and quantum mechanical descriptions of phenomena; while one wishes to retain the concept
of particle trajectories and their individual contributions, there is nevertheless an associated
de Broglie wavelength for each particle, so that interference and di9raction e9ects enter the
picture. The latter do so via the transition from geometrical optics to wave optics. The dif-
ferential scattering cross section is related to the quantum scattering amplitude f(k; �) and
this in turn is expressible as the familiar partial wave expansion [65]. The formal relationship
between this and the classical di9erential cross section is established using the WKB approxi-
mation, and the principle of stationary phase is used to evaluate asymptotically a certain phase
integral (see [10], Section (1:2) and below for further details). A point of stationary phase
can be identiAed with a classical trajectory, but if more than one such point is present (pro-
vided they are well separated and of the Arst order) the corresponding expression for |f(k; �)|2
will contain interference terms. This is a distinguishing feature of the ‘primitive’ semiclassi-
cal formulation, and has signiAcant implications for the four e9ects (rainbow scattering, glory
scattering, forward peaking and orbiting) noted in Appendix A. The inAnite intensities (in-
correctly!) predicted by geometrical optics at focal points, lines and caustics in general are
“breeding grounds” for di9raction e9ects, as are light=shadow boundaries for which geomet-
rical optics predicts Anite discontinuities in intensity. Such e9ects are most signiAcant when
the wavelength is comparable with (or larger than) the typical length scale for variation of
the physical property of interest (e.g. size of the scattering object). Thus a scattering object
with a “sharp” boundary (relative to one wavelength) can give rise to di;ractive scattering
phenomena.
Under circumstances appropriate to the four critical e9ects noted above, the primitive semi-

classical approximation breaks down, and di9raction e9ects cannot be ignored. Although the
angular ranges in which such critical e9ects become signiAcant get narrower as the wavelength
decreases, the di9erential cross section can oscillate very rapidly and become very large within
them. As such the latter are associated with very prominent features and in principle represent
important probes of the potential, especially at small distances. The important paper by Ford
and Wheeler [66] contained transitional asymptotic approximations to the scattering amplitude
in these ‘critical’ angular domains, but they have very narrow domains of validity, and do not
match smoothly with neighboring ‘non-critical’ angular domains. It is therefore of considerable
importance to seek uniform asymptotic approximations that by deAnition do not su9er from
these failings [68]. Fortunately, the problem of plane wave scattering by a homogeneous sphere
exhibits all of the critical scattering e9ects (and it can be solved exactly, in principle), and
is therefore an ideal laboratory in which to test both the eYcacy and accuracy of the various
approximations. Furthermore, it has relevance to both quantum mechanics (as a square well or
barrier problem) and optics (Mie scattering); indeed, it also serves as a model for the scattering
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of acoustic and elastic waves, and was studied in the early 20th century as a model for the
di9raction of radio waves around the surface of the earth [67].

The existence of a rainbow angle, �R (or �0 as has also been used above) is not just relevant
to the meteorological phenomenon; along with the glory it has counterparts in atomic, molec-
ular, heavy-ion and nuclear scattering (though the glory is usually a forward glory in these
situations). These fundamentally important aspects of ‘scattering problems’ will be summarized
in Section 7, but a few comments are in order at this juncture. In general, whenever a plane
wave is scattered by a spherically symmetric potential there is an associated scattering angle
�R (measured from the forward direction) for which the di9erential cross section /(�) is large
[68]. Just as with the optical rainbow, on the “shadow” side of �R the scattering drops rapidly
to zero; on the “lit” side /(�) oscillates. Ford and Wheeler [66] referred to this as rainbow
scattering whenever it occurs in other scattering situations, where provided �R �=0; � it is called
the rainbow angle. In particular rainbow scattering occurs in the intermolecular collisions arising
during molecular beam experiments, where “molecular rainbows” can provide information about
the intermolecular forces ([20,69]; an early non-mathematical account can be found in [70]); this
is often referred to as an inverse problem in the mathematics literature. The inverse problem in
scattering theory refers to the construction of the potential directly from the measured data, e.g.
in molecular scattering, a set of phase shifts may be obtained from the observed angular and
energy dependence of the cross section, and the potential is deduced from these phase shifts.
There is an enormous amount of literature on the subject of inverse problems in general, rang-
ing from the mathematical theory (e.g. questions of existence and uniqueness of the potential)
to the practical aspects of implementing the theory. Since uniqeness is not usually guaranteed
in problems of this type, there has been interest in identifying all equivalent potentials for a
given set of phase shifts. For a summary of both aspects of the problem prior to 1974 (but
with emphasis on practical inversion procedures) see the excellent review by Buck [71] where
many further references can be found. A discussion of more recent developments in the Aeld
is found in Section 6.5.

The types of phenomena identiAed thus far typically arise when the scattering “center” is
much larger than the wavelength of the incident beam (as in the meteorological rainbow);
under these circumstances a large number of partial waves contribute to the scattering, giving
rise to signiAcant variations in the di9erential cross section. Under these conditions, as pointed
out by Berry [68], the system is close to both the geometrical optics limit of electromagnetism
and the classical limit of quantum mechanics. However, the calculations are not the same for
optical and atomic=molecular=nuclear rainbows because in the former case the refractive index is
discontinuous (or at least changes signiAcantly over distances much smaller than a wavelength,
i.e. at the drop surface) and in the latter case the potential is continuous (this latter point has
been made already in connection with truncated potentials). There are several approximations
that have been used to describe rainbow scattering (to be understood in the general sense in
this section). In [68] these are classiAed as (i) the classical approximation, (ii) the “crude
semi-classical” (or WKB) approximation, (iii) the Airy approximation, and (iv) the uniform
approximation. Mention has been already made of these, but now more details will be included.

The classical approximation can be obtained by smoothing out the oscillations in the asymp-
totic form of the exact cross section for angles far from �R and analytically continuing the
result to angles near �R; this is basically equivalent to D7escartes’ theory in the case of the
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optical rainbow, and as in that case, it diverges at �R: The ‘crude semi-classical’ approach is
the unsmoothed asymptotic form of /(�) far from �R and it also diverges if continued ana-
lytically to �R: The Airy approximation here means the application to continuous potentials of
the previously discussed account of the light intensity in the neighborhood of a caustic and
developed by Airy for the optical rainbow problem. This gives the form of /(�) close to �R
but rapidly becomes inaccurate as � deviates from �R by more than a degree or two. Since it is
such an important paper, we will defer discussion of the Ford=Wheeler contribution [66] until
later, and content ourselves with summarizing here the seminal contribution of Berry [68] to
the fourth classiAcation—the uniform approximation—which in some respects is very similar to
(and pre-dates) the application of the Chester et al. [72] saddle-point method to the rainbow
problem.

In his valuable paper Berry discusses the reason for the existence of all these di9erent ap-
proximations. Each is valid in a restricted angular domain, and the asymptotic expansion of the
scattering amplitude f(�) with respect to the (very) small parameter ˜ (when |�− �R| is large)
changes its form from a series in powers of ˜1=2 to a series in powers of ˜1=3 (when |�−�R|�1).
This phenomenon is familiar for functions deAned by ordinary di9erential equations, which is
why the term ‘crude semi-classical’ is associated with the WKB approximation. By contrast,
the Airy approximation is called a transitional approximation: it ‘heals the wound’ between
one region and another in a smooth, well-deAned manner [73]. The uniform approximation,
as its name implies, is valid for the whole variable domain (see [74,75]). Berry transforms
the eigenfunction expansion of f(�) by the Poisson sum formula (see Appendix C) to give
a series of integrals (as does Rubinow in an important but infrequently noted paper [76], and
Nussenzveig [33]; indeed, in 1950 Pekeris [77] suggested that the Poisson formula is the nat-
ural mathematical tool to use when considering an eigenfunction expansion in a region where
ray=classical concepts are appropriate). As noted earlier in connection with the Mie series, such
a transformation is exceedingly helpful in practical terms because the standard Faxen–Holtsmark
formula for f(�), while exact, converges extremely slowly for � in the neighborhood of �R;
often many thousand partial waves are required in this region.

The application of the Poisson sum formula allows f(�) to be written in terms of integrals
which, in the notation of [68], may be referred to as I±m (though we do not write them down
here; see Eqs. (4)–(9) in [68]). The integrands of I±m are rapidly oscillating functions, and it is
known that the main contributions to the integrals come from the neighborhoods of stationary
points on the positive real axis (when they exist) [78]. We will describe the basic features of
this analysis below, but it suYces here to note that the points of stationary phase are deAned
in terms of a quantity @(l) (this is in fact the classical deTection function—see below and
Appendix A); rainbow scattering arises whenever @(l) has an extremum. As we will see in
Section 5, there are in fact two real stationary (saddle) points if �¡�R; if �¿�R they are
complex conjugates, having moved away from the real axis, and only one of these contributes
signiAcantly to the amplitude. At �= �R they coalesce into a third-order saddle point, for which
the semiclassical approach is not valid (recall that the direction �R deAnes a caustic direction).
The uniform approximation, based on the work of Chester et al. [72] comes, so to speak, to
the rescue. Instead of treating the saddle points separately, as in semi-classical methods, or
as essentially coincident, as in the Airy approximation, this method maps their exact behavior
onto that of the stationary points of the integrand in the Airy function. The resulting equations
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for the rainbow cross section /R are rather complicated, but Berry shows that on both the lit
and shadow sides of �R they reduce in the appropriate limits to that deduced from the Airy
approximation.

Ford and Wheeler [66] identify four mathematical approximations that can be considered to
deAne the term “semi-classical” approximation. The di9erential scattering cross section into unit
solid angle at � is

/(�)= |f(�)|2 ; (4.1)

where f(�) is expressed in the form

f(�)=
1

2ik

∞
∑

l=0

(2l+ 1)(e2i%l − 1)Pl(cos �) ; (4.2)

%l being the phase shift for the lth partial wave. The Arst approximation is:
(i) %l is replaced by its WKB approximate value, namely

%l=
�

4
+
�l

2
− r0 +

∫

∞

r0

(A(r)− k) dr ; (4.3)

where

A(r)=

[

2m(E − V )

˜2
− (l+ 1

2
)2

r2

]1=2

(4.4)

and r0 is the turning point of the (classical) motion, deAned by A(r)=0 (see Appendix A).
Physically, this approximation is equivalent to the requirement that the potential V be “slowly
varying”, i.e.

∣

∣

∣

∣

1

kV

dV

dr

∣

∣

∣

∣

�1 : (4.5)

As Ford and Wheeler point out, the most important property of the WKB phase shift is its
simple relation to the classical deTection function @(l):

@(l)=2
d%l
dl

: (4.6)

This allows a correspondence of sorts to be made between the quantum and classical results.
(ii) The second approximation concerns the replacement of the Legendre polynomials by their

aymptotic forms for large values of l: Thus (a)

Pl(cos �) ∼= [1
2
(l+ 1

2
)� sin �]−1=2 sin

[

(l+ 1
2
)�+

�

4

]

; sin �& l−1 (4.7)

and (b)

Pl(cos �) ∼= (cos �)lJ0[(l+
1
2
)�]; sin �. l−1 : (4.8)

For this approximation to be valid, many l-values must contribute to the scattering at a given
angle (and the major contribution to the scattering amplitude comes from values of l�1). The
third approximation is
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(iii) Replacement of the sum over l by an integral with respect to the same variable. Again,
this means that many partial waves should contribute to the scattering and also that %l(l) should
vary slowly and smoothly. Approximations (i) and (ii) render both %l and Pl continuously
di9erentiable functions of their arguments (in general), so that (iii) is appropriate.

Approximations (i), (ii)(a) and (iii) (for angles � not close to 0 or �) yield the semi-classical
form of the scattering amplitude

fsc =− k−1(2� sin �)1=2
∫

∞

0

(l+ 1
2
)1=2[ei,+ − ei,−] dl ; (4.9)

where the phase functions ,±(l; �) are deAned by

,±(l; �)=2%l ± (l+ 1
2
)�± �

4
(4.10)

and the result
∑

l(2l+ 1)Pl=0 has been used [79]. A fourth approximation, not always nec-
essary, is that

(iv) It may be necessary for the integral in (iii) above to be evaluated by the method of
stationary phase, or the method of steepest descent, as we have seen already. Mott and Massey
[79] examined the integral under circumstances such that there is only one point of stationary
phase (corresponding to @(l) varying monotonically between 0 and ±�). This is not the case
in rainbow or glory scattering, where @(l) is not monotone everywhere in its domain. Ford and
Wheeler study Ave special features of scattering in the semiclassical approximation; we mention
only the interference=rainbow=glory features in keeping with the emphasis of this review. The
mathematical details can be found in [79].

Because (classically) several incident angular momenta may correspond to the same scat-
tering angle at a given energy, the total cross section will in general be the sum of di9erent
contributions from the di9erent branches; and when these are well separated, each will give an
independent contribution to the scattering amplitude which may be evaluated by the method of
stationary phase. Then, formally, the semi-classical amplitude becomes

fsc =
∑

j

(/cl)
1=2
j ei
j ; (4.11)

where 
j is a phase angle for the jth contributing branch. If j=1; 2 only, then

/sc = |(/cl)
1=2
1 + (/cl)

1=2
2 ei(
2−
1)|2 (4.12)

so that /sc will oscillate between minimum and maximum values deAned by the quantities

[(/cl)
1=2
1 ± (/cl)

1=2
2 ]2, with “wavelength” ]�=2�=|l2 − l1|, the l1;2 being the points of stationary

phase.
The rainbow angle corresponds to the singularity arising in the classical cross section when

d@(l)=dl vanishes (the cross section contains a factor (d@(l)=dl)−1). Near a rainbow angle,
@(l) may be approximated by the quadratic function

@(l)= �R + q(l− lR)2 ; (4.13)
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where the terms have obvious meanings. On the “lit” or bright side of the rainbow angle the
classical intensity is

/cl =

(

lR + 1
2

k2 sin �R

)

|q(�− �R)|−1=2 (4.14)

and on the “dark” or shadow side, the classical intensity is zero (if there are no additional
contributing branches of the deTection function @(l)). This of course is identical with the
predictions of geometrical optics for the optical rainbow. In terms of the phase shift %l however,

%l= %R ± (�R=2)(l− lR) + (q=6)(l− lR)3 ; (4.15)

where the ± is necessary for the antisymmetry (see Eq. (4.10) for ,± above). For �R¿ 0 the
dominant contribution to integral (4.9) will come from the term containing the factor exp(i,−);
this yields essentially the same functional form for the scattering di9erential cross section as
does the original Airy theory for the intensity of the optical rainbow. Thus

fsc =[2�(lR + 1=2)=k2 sin �]1=2q−1=3ei�Ai(x) (4.16)

where

x= q−1=3(�R − �) ;

is a measure of the deviation from the rainbow angle, and

�=25R − �=4 + (lR + 1=2)(�R − �) (4.17)

for @(lR)¿ 0: If @(lR)¡ 0, then �R − � must be replaced by its negative in the expressions
for x and �. The quantity 5R is the intercept of the tangent line to the (%R; lR+1=2) curve with
the vertical axis, i.e.

5R=[%l − (l+ 1=2)(d%l=dl)]l=lR (4.18)

(see Fig. 1 in [66]). The form of the Airy integral used there is

Ai(x)=
1

2�

∫

∞

−∞

exp

[

ixu+
1

3
iu3

]

du : (4.19)

The di9erential cross section near the rainbow angle then has the form

/sc =[2�(lR + 1=2)=k2 sin �]|q−2=3|Ai2(x) : (4.20)

If other branches of @(l) do contribute at �R, then fsc above must be combined with the other
contributing amplitudes before the absolute square is taken (this in fact arises (theoretically) for
magnetic pole scattering, and also for ion-atom scattering (see a detailed discussion in [66])).

Provided 0¡@(l)¡�, or −�¡@(l)¡ 0; /sc can be described entirely in terms of the
classical cross section, together with interference e9ects (not discussed here) and rainbow scat-
tering. If however @(l) passes smoothly through 0; ±�; etc. then the vanishing of sin@(l)
for l; |d@=dl|¡∞ leads to a singularity in the cross section for both forward and backward
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scattering. The optical=meteorological terminology is again borrowed for this situation: it is
referred to as a glory. In the case e.g. of a backward glory, near @(l)=�, we may write the
approximate form

@(l)=�+ a(l− lg) (4.21)

and then /cl in the backward direction is just the sum of two equal contributions from @¡�
and @¿�, i.e.

/cl =
2lg

k2|a|(�− �) : (4.22)

From (4.21) the phase shift, for those values of l that contribute most to the glory, may be
written as

%l= %g +
�

2
(l− lg) +

a

4
(l− lg)2 (4.23)

and after some rearrangements of the integral in the expression for fsc, it can be shown that
the glory cross section is

/sc =(lg + 1=2)2(2�=k2|a|)J 2
0 (lg sin �) ; (4.24)

when there are no interference e9ects. For a forward glory the result is similar; there is a
di9erent phase term but this makes no contribution of course to /sc: Thus the singularity in /cl

is replaced by a Anite peak in both forward and backward directions of

/max
sc =(lg + 1=2)2(2�=k2|a|) : (4.25)

The Bessel function oscillations may be interpreted as resulting from interference between con-
tributions from the two branches of @(l) near a glory, i.e. @¿� (or 0) and @¡� (or 0).
Ford and Wheeler point out that when the intensity is averaged over several such oscillations
(using the result 〈J 2

0 (x)〉=(1=�x)) then /sc reduces to the classical expression /cl: For further
early references to atomic and molecular scattering, see [80–87]; more recent work in these
contexts and in nuclear scattering is reviewed in Section 6.5.

5. The complex angular momentum theory:scalar problem

5.1. The quantum mechanical connection

An important summary of the main results for high frequency scattering by a transparent
sphere has been provided by Nussenzweig [34]. A rather comprehensive set of references to
this and related work up to 1991 can be found in his book [10]; there are several more recent
papers, along with those of co-workers (e.g. [88,89]; see also an early paper on square well
and barrier potentials [90]).
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As has been pointed out already, in terms of the size parameter 
= ka, the wavenumber k;
the real refractive index N and the impact parameter for the lth partial wave

bl=
(l+ 1=2)

k
; (5.1)

there are certain assumptions necessary for reasonable approximations to be made to the scat-
tering problem. The presence of absorption can be incorporated by allowing N to be complex-
valued, but that will not be necessary here; although according to [5] it should not be unduly
diYcult to carry out.

The essential mathematical problem for scalar waves can be thought of either in classical
terms, e.g. the scattering of sound waves, or in wave-mechanical terms, e.g. the non-relativistic
scattering of particles with momentum p=˜k by a square potential well (or barrier) of radius
a and depth (or height) V0, i.e.

(2) V (r)=− V0 (06 r6 a) ;

V (r)=0 (r¿a) :
(5.2)

The governing time-independent radial SchrRodinger equation for this potential is

[

d2

dr2
− l(l+ 1)

r2
+

2m

˜2
(E − V (r))

]

 (r)=0 ; (5.3)

where  (r) is the scalar radial wavefunction and the third term represents the centrifugal barrier
[91] and E=p2=2m is the eigenvalue parameter (energy: note that expressed in units for which
˜=2m=1; E is merely equal to k2). In the l=0 case in particular, this equation has a useful
“classical” form if the wavenumber k is used, i.e.

[

d2

dr2
+ k2N 2(r)

]

 (r)=0 ; (5.4)

where the refractive index is, for the potential well [5,76,92]

N =

(

1 +
2mV0

˜2k2

)1=2

; (5.5)

m being the mass of the “particle”. It follows that N ¿ 1 corresponds, for Axed k (or energy),
to a potential well (crudely, the raindrop can “trap” the ‘probability waves’ to some extent)
while N ¡ 1 corresponds to a barrier (inhibiting the waves to a lesser degree, as with an air
bubble in water). It is the former case that will concern us here. Other related interpretations
are possible: for a Axed V0, N is dispersive, being frequency-dependent, and if N is Axed then
the potential is proportional to the energy, as noted earlier.

Partial waves for which bl . a (i.e. l+ 1
2
. 
= ka) are substantially distorted by the spherical

scatterer, so that at least 
 terms are required for reasonable accuracy (in fact it transpires that
a better measure of the number of terms is given by l+ ∼ 
 + c
1=3; where c&3; [93]). This
can be interpreted in terms of the centrifugal barrier penetration: from the radial equation (5.3)
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the e9ective potential is (see Appendix A)

U (r)=V (r) +
˜
2l(l+ 1)

2mr2
: (5.6)

In fact, if the WKB approximation is to be applied, a correction is in order, as pointed out by
Berry [94]; the term l(l+1) should be replaced by (l+ 1

2
)2: This is because the ordinary WKB

solutions are not valid near the origin (because U (r) varies rapidly there) and so cannot satisfy
the boundary condition that the reduced radial wavefunction is zero at the origin. However, as
shown by Langer [74] and Bertocchi et al. [95], the WKB approximation is valid near the origin
provided the above change is made in the e9ective potential U (r): Under these circumstances
the modiAed WKB wavefunction is

 (r)˙
exp{±i

∫ r
A(r) dr}

{A(r)}1=2
; (5.7)

where from (4.4)

A2(r)=
2m

˜2

{

E − V (r)− ˜
2(l+ 1

2
)2

2mr2

}

: (5.8)

Note also that U (r) is discontinuous at r= a, introducing a barrier, so bl¿a corresponds to
an energy level below the top of the centrifugal barrier. Berry states that the transmissivity of
the barrier up to r= a (from below) is

Tl=
4N

N 2 + 1
exp(2 l) : (5.9)

From where does this particular multiplicative factor come?The transmissivity T for a step-
barrier of heights V1 and −V0 with barrier thickness à (see Fig. 13) is obtained in the usual
manner by matching the wavefunction and its Arst derivative, and is found to be [65] (recall
that, as deAned above, V0¡ 0 for a barrier):

T =4
K

k

[

(

1 +
K

k

)2

cosh2 Aà+

(

A

k
− K

A

)2

sinh2 Aà

]−1

; (5.10)

where

˜
2k2

2m
=E + V0;

˜
2K2

2m
=E and

˜
2A2

2m
=V1 − E :

The centrifugal barrier is, to a Arst approximation, a potential of this type; speciAcally it is
extremely narrow because the high l-value imposes a steep decline beyond r= a. This of course
means that à�1 and hence sinh2 Aà�1, cosh2 Aà ≈ 1 and under these circumstances

T =
4N

(1 + N )2
; (5.11)

where

N =
k

K
=

(

1 +
V0

E

)1=2

(5.12)
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Fig. 13. The location of the “edge domain” (rays passing close to the “edge” of the sphere), deAned by

 − c
1=3 = l

−
. l . l+ =
 + c
1=3 for the lth partial wave. The constant c is of order one. The potential

U (r; �) is the sum of the centrifugal barrier term and the square-well potential (see Eqs. (5.6), (A.5) and [47]).
The angular momentum �= l + 1

2
: In the edge domain the energy associated with these � is, as shown, within a

small neighborhood of the top of the barrier.

(There appears to be a small typographical error in [94], perpetuated in [6], assuming this
potential is the basis for the statement in the former paper.) In practice, of course, the centrifugal
“spike” barrier varies with energy, so this expression for T has to be modiAed by the “tunneling
factor”, deAned below, which takes this into account. At the other extreme, for a thick barrier,
we And that the transmissivity is dominated by the exponential term

exp(−2Aà) ;

which rapidly approaches zero as à increases.
The expression for Tl exploits the optical=quantum analogy: the refractive index N being the

ratio k=K as noted above. The phase integral  l is deAned in terms of the turning points at
r= a and r= r1, i.e. for which A(a)=0=A(r1). Thus

 l=−
∫ r1

a

|A(r)| dr (5.13)

from which it follows that, in the interval (a; r1);

A2 = k2 − (l+ 1
2
)2

r2
¡ 0 : (5.14)

In terms of the variable x= kr the phase integral can be written as

 l=−
∫ l+1=2




{

(

l+
1

2

)2

− x2
}1=2

dx

x
: (5.15)
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In particular, near the top of the barrier this integral may be approximated straightforwardly
using, for example, the Trapezoidal Rule. For just two trapezoids

∫ b

a

f(x) dx ≈ b− a
4

[

f(
) + 2f

(


+ l+
1

2

)

+ f

(

l+
1

2

)]

: (5.16)

After some algebra this yields the expression

 l ≈ −3
√

2

4

[(

l+
1

2
− 


)/


1=3

]3=2

: (5.17)

(In [6] the numerical factor is given as −2
√

2=3, the reciprocal of the value above: it is not
clear if this is merely a typographical error or due to a di9erent method of approximating the
integral; in either case it is close to unity and does not alter the conclusions that follow.) From
Eq. (5.9) it follows that the transmissivity for impact parameters bl exceeding a is signiAcant
only when  l ≈ O(1), i.e. e9ectively in the range 
¡l¡l+ (see Fig. 13).

5.2. The poles of the scattering matrix

The dimensionless scattering amplitude f(k; �) is expressed as a partial-wave expansion

f(k; �)= (ika)−1
∞
∑

l=0

(

l+
1

2

)

[Sl(k)− 1]Pl(cos �) ; (5.18)

Sl being the scattering matrix element for a given l and Pl being a Legendre polynomial of
degree l: In [90] the expression for Sl has been derived for a (spherical) square well=barrier:
for the former this is

Sl=− h
(2)
l (
)

h
(1)
l (
)

{

ln′ h
(2)
l (
)− N ln′ jl(5)

ln′ h
(1)
l (
)− N ln′ jl(5)

}

; (5.19)

where using Nussenzveig’s notation, ln′ represents the logarithmic derivative operator, jl and hl
are spherical Bessel and Hankel functions respectively; 
= ka; as noted earlier, is the dimen-
sionless external wavenumber, and 5=N
 is the corresponding internal wavenumber [5].

Poisson’s sum formula in the form (see Appendix C)

∞
∑

l=0

f

(

l+
1

2

)

=

∞
∑

m=−∞

(−1)m
∫

∞

0

f(�)e2im�� d� (5.20)

is next used to rewrite (5.18) as

f(
; �)=
i




∞
∑

m=−∞

(−1)m
∫

∞

0

[1− S(�; 
)]P�−1=2(cos �)e
2im��� d� ; (5.21)

where, in terms now of cylindrical Bessel and Hankel functions [10],

S(�; 
)=− H
(2)
� (
)

H
(2)
� (
)

{

ln′H
(2)
� (
)− N ln′ J�(5)

ln′H
(1)
� (
)− N ln′ J�(5)

}

: (5.22)
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For Axed 
; S(�; 
) is a meromorphic function of the complex variable �, and in particular
in what follows, it is the poles of this function that are of interest. They are deAned by the
condition

ln′H
(1)
� (
)=N ln′ J�(5) : (5.23)

In view of relationship (5.5) between the refractive index N and the square well depth −V0,
these zeros may be identiAed with the Regge poles for a square potential well (N ¿ 1) or barrier
(N ¡ 1). Several studies have been made of such poles for these potentials [96–100], both for
N ¿ 1 and N ¡ 1: Nussenzveig [90] carried out a detailed investigation of the distribution of
such poles, particularly for the case of 
�1; some of this material is relevant to the rainbow
scattering problem so a brief summary of the pertinent details will be provided here for N ¿ 1;
but as is noted in [5], the physical interpretation is especially simple for N�1: This implies
that 5�
�1, and renders it appropriate to use the asymptotic expansions for the Bessel and
Hankel functions. Physically, this corresponds to an optically dense material or an extremely
deep potential well (with, therefore, many energy levels). Mathematical details are provided in
[98,99].

Under these approximations the complex �-plane is subdivided into seven regions, though
the Regge poles themselves can be associated with (i) broad resonances, (ii) narrow reso-
nances and (iii) surface waves. Firstly, there exists a series of poles very close to the real
axis; optically they correspond to so-called free modes of vibration of a dielectric sphere. The
associated high internal reTectivity (since N is large) and high centrifugal barrier (since l is
large) guarantee long lifetimes: the resonance appears when the pole is in close proximity to
a physical value of �, i.e. �= l+ 1

2
: Quantum mechanically, a deep well surrounded by a high

barrier gives rise to sharp resonances. All these poles have their counterparts in the 
- (or k-)
plane of course, from which the penetration factors exp(2 l) and resonance widths Fn can be
established.

Another class of poles exists, this time not so close to the real �-axis, but with almost
constant imaginary part. These poles are associated with broad resonances above the top of
the centrifugal barrier; again in the 
-plane the location of the corresponding poles provides
information on the penetration factors and resonance widths. A third set of poles, this time near
�=
; have an extremely important physical interpretation, and to clarify this, we write down
the approximation for these, namely

�n ≈ 
+
xne

i�=3

(2=
)1=3
+

i

(N 2 − 1)1=2
; (5.24)

where −xn is the nth zero of the Airy function Ai(z), i.e. Ai(−xn)=0: The Arst and second
terms occur in the expression for Regge poles for an impenetrable sphere [10,30], so the poles
are related to surface waves. The second term contains a damping contribution which depends
on the radius of curvature, and represents damping due to propagation along a curved surface.
The Anal term represents damping due to refraction of the surface waves into the sphere, and by
virtue of the temporary assumption that N�1, this term is small, so the surface wave damping is
determined primarily by geometry rather than refraction. For even larger values of |�| there are
poles which continue to be associated with surface waves by virtue of their similarity to those
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Fig. 14. The Regge poles of the scattering function S(�; 
) for 5=N
�1 and 
�1 illustrated schematically. The
broad and narrow resonances are referred to as Class I poles in [5], and the surface waves are Class II poles.
(Redrawn from [5].)

arising in the impenetrable sphere problem. Schematically these are shown in Fig. 14; Nussen-
zveig points out that they fall into two well-di9erentiated classes: those located near the real
�-axis (broad and narrow resonances), and those which lie on curves almost orthogonal to the
Arst class in quadrants I and III (surface waves). These poles are not surprisingly referred to
as Class I and Class II poles. In [99] Class I poles are called “physical” because of their
correspondence, for certain values of energy, with the stationary states of a potential well. They
behave somewhat similarly to Regge trajectories for Yukawa-type potentials [100]. For very
deep wells those poles with large positive real parts move along the real axis at negative en-
ergies (giving rise to bound states) and move o9 the axis into the Arst quadrant, at positive
energies (giving rise to resonances). At Anite energy, the number of Class I poles in the right
half-plane is bounded above. Physically, they are associated with the potential interior, i.e. for
r¡a, which is why they resemble Yukawa-type Regge trajectories.

Class II poles are, by contrast, referred to as “unphysical” in [99]. Even at Anite energies
the inAnite number of them in the Arst quadrant have unbounded real parts; as 
 → 0 they
all move towards the origin. The trajectories of both classes of poles are brieTy described in
[99]. Physically, as we have seen, they are associated with surface waves, and are therefore
almost completely determined by the geometrical shape of the scatterer. These contrasting pole
behaviors provide a clue as to why the scattering amplitudes for Anite-ranged potentials are
so very di9erent in analytic behavior from those potentials with tails extending to inAnity
(e.g. Yukawa-type potentials, or integral superpositions thereof, of the form r−1 exp(−5r)).
Physically, it seems reasonable to suppose that by “cutting o9” such a potential suYciently far
from the origin, the properties so obtained will di9er insigniAcantly (both mathematically and
physically) from those without compact support (i.e. inAnite range potentials). However, the
above discussion indicates that such a truncation induces the presence of surface waves: the
presence now of an in?nite set of Class II poles in addition to the Anite set of Class I poles
gives rise to an essential singularity (at Anite energy) at inAnity in the momentum transfer
plane, so that the usual (Mandelstam) representation [92] is no longer valid. Even a suYciently
rapid exponential decrease in the potential is unable to mimic the cut-o9 potential (i.e. one
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with compact support); the phrase ‘suYciently rapid’ implies a length scale much shorter than
the wavelength under consideration, and this is not true at ‘suYciently high’ energies, whereas
cut-o9 potentials can support surface waves at arbitrarily high energy.

5.3. The Debye expansion

The Watson transformation is applicable to the problem of scattering by an impenetrable
sphere; this is discussed in detail elsewhere [30]; see also [10] and Appendix C. However, in
the case of a transparent sphere, a large number of Regge poles lie in the neighborhood of
the real axis, so if expression (5.21) for f(
; �) were reduced to rapidly convergent contour
integrals plus a series of residues from the Regge poles, such a series would of necessity
converge very slowly (physically, the di9erence between the two cases arises because wave
penetration occurs in the transparent sphere). The number of such poles is of the order of
(N − 1)
, as may be seen from Eq. (2:37) in [6], which means that the minimum number
of residue terms required is at least of the same order as the number of terms needed in
the original partial-wave series (a large number of such waves can be near resonance at high
frequencies). In [33], the contour integrals were evaluated by the saddle point method, the
contributions from which correspond to those arising from geometrical optics, at least to a Arst
approximation. This is perfectly acceptable for the impenetrable sphere, for which only direct
reTection occurs, but in the present case an incident ray is partially reTected and partially
transmitted, the latter in turn being partially (internally) reTected and partially transmitted, and
so on. Thus an inAnite series of multiple internal reTections (or interactions with the surface)
corresponds to an inAnite number of saddle points, which must be appropriately superimposed
to enable the external solution to be constructed. The Debye series is just this: a representation
of the scattering problem in terms of surface interactions; Debye adopted this method for a
circular cylinder [101], and later van der Pol and Bremmer applied it to the sphere [30,31]. This
is done by means of a related but Actitious problem; i.e. by regarding the surface r= a as an
interface between two unbounded homogeneous media and matching the solutions to the (radial)
equation to determine the internal and external spherical reTection and transmission coeYcients.
The interaction of an incoming spherical wave with the sphere is then described in terms of a
sequence of surface interactions (partial reTections and transmissions) with interior propagation
occurring in an alternate fashion. In particular, the external and internal spherical reTection
coeYcients R22 and R11 are given by Eqs. (5.25) and (5.26) for the scalar scattering problem
(for the full electromagnetic problem there is a corresponding coeYcient for each polarization;
see [10,102] for details):

R22(�; 
)=−
(

ln′H
(2)
� (
)− N ln′H

(2)
� (5)

ln′H
(1)
� (
)− N ln′H

(2)
� (5)

)

(5.25)

and

R11(�; 
)=−
(

ln′H
(1)
� (
)− N ln ′H

(1)
� (5)

ln′H
(1)
� (
)− N ln′H

(2)
� (5)

)

: (5.26)
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From conservation of energy (or probability in the quantum–mechanical context) the following
relationships hold:

|R22(�; 
)|2 +

∣

∣

∣

∣

∣

H
(2)
� (
)

H
(2)
� (5)

T21(�; 
)

∣

∣

∣

∣

∣

2

=1 (5.27)

and

|R11(�; 
)|2 +

∣

∣

∣

∣

∣

H
(1)
� (5)

H
(1)
� (
)

T12(�; 
)

∣

∣

∣

∣

∣

2

=1 ; (5.28)

where Tij is the spherical transmission coeYcient from medium i to medium j (i; j=1; 2; the
interior and exterior of the sphere are denoted by indices 1 and 2, respectively). In the limit as
the radius a of the sphere tends to inAnity, the above four coeYcients reduce to the standard
Fresnel coeYcients for reTection and transmission for a plane interface at normal incidence, i.e.

R11 →
N − 1

N + 1
; T12 →

2N

N + 1
(5.29)

and R22 =− R11; T21 =T12:
The scattering function S(�; 
) (Eq. (5.22)) is to be expressed in terms of surface interactions;

in order to accomplish this the external reTection coeYcient R22 is subtracted from S; after some
rearrangement this can be written in terms of the quantity.

G(�; 
)=
H

(1)
� (5)

H
(2)
� (5)

R11(�; 
) (5.30)

as

S(�; 
)=
H

(2)
� (
)

H
(1)
� (
)



R22(�; 
) + T21(�; 
)T12(�; 
)
H

(1)
� (5)

H
(2)
� (5)

∞
∑

p=1

[G(�; 
)]p−1



 : (5.31)

This is the celebrated Debye expansion, arrived at by expanding the expression [1− G(�; 
)]−1

as an inAnite geometric series. The Arst term inside the parentheses represents direct reTection
from the surface; the pth term represents transmission into the sphere (from the term T21)
subsequently “bouncing” back and forth between r= a and 0 a total of p times (from the ratio
of Hankel functions preceding the summation), with p−1 internal reTections at the surface (via
the R11 term in G; the case p=1 corresponds to direct transmission). The Anal factor in the
second term, T12, corresponds to transmission to the outside medium. The multiplicative factor
outside the parentheses is phase term due to the surface interaction taking place at r= a rather
than r=0: The origin behaves as a perfectly reTecting “boundary” because of the regularity of
the wavefunction there. In summary, therefore, the pth term of the Debye expansion represents
the e;ect of p+ 1 surface interactions.

Regarding convergence of the expansion, it follows from Eqs. (5.28) and (5.30) for real �
that

|G(�; 
)|= |R11(�; 
)|¡ 1 :
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Nussenzveig [6] also shows that

lim
�→±∞

|G(�; 
)|=1 ; (5.32)

so that any improper integrals for �∈ (0;∞) must be interpreted in the limiting sense of
�∈ (0; $); $ → ∞: In this spirit we may write

f(
; �)=f0(
; �) +

∞
∑

p=1

fp(
; �) ; (5.33)

where

f0(
; �)=
i




∞
∑

m=−∞

(−1)m
∫

∞

0

[

1− H
(2)
� (
)

H
(1)
� (
)

R22

]

P�−1=2(cos �) exp(2im��)� d� (5.34)

and

fp(
; �)=− i




∞
∑

m=−∞

(−1)m
∫

∞

0

U (�; 
)[G(�; 
)]p−1P�−1=2(cos �) exp(2im��)� d� (5.35)

for p¿ 1: In this last expression

U (�; 
)=T21(�; 
)
H

(1)
� (5)

H
(2)
� (5)

H
(2)
� (
)

H
(1)
� (
)

T12(�; 
)=U (−�; 
) : (5.36)

In practice, contributions to the integrals in (5.33) for large values of � become vanishingly
small, so the e9ect of condition (5.32) is negligible. Alternative but equivalent representations
to f(
; �) are also possible (see [5] for details).

While convergence of the Debye expansion is a fundamental mathematical property, once
established it is necessary to ask the practical question: how rapid is the convergence? The
earlier expression (5.21) for f(
; �) involves a slowly converging residue series because of the
existence of many Regge poles close to the real axis. What happens when the modiAed Watson
transformation is applied now, i.e. how are the poles for each term distributed in the complex-�
plane? A distinct but related question concerns how fast the Debye expansion itself converges.

The poles for the Debye expansion di9er from the Regge poles associated with expression
(5.23); they are deAned by

ln′H
(1)
� (
)=N ln′H

(2)
� (5) (5.37)

corresponding to the replacement of standing waves (Regge poles) by travelling waves (Debye
interactions). Interestingly, the locations of the poles are the same for each term, but their order
varies: they are of order p+ 1 for the pth term (p=0; 1; 2; : : :). There are now two classes of
poles to consider, each being symmetrically located with respect to the origin, denoted in [5]
by �n and �′n respectively. In the right half-plane, for N |
 − 1|�
1=3; using earlier notation

�n ≈ 
+ ei�=3(xn=6)− i=M (5.38)
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for N ¿ 1; (the only situation which concerns us in this paper). Similarly,

�′n ≈ 5+ e−i�=3N 1=3(xn=6) + N=M (5.39)

for N ¿ 1:
The set {�n} di9ers little from that corresponding to the impenetrable sphere problem, so it

is closely associated with surface waves. This is actually the case for the set {�′n} as well: the
�′n lie in the fourth quadrant, and arise from the Debye expansion; however, for N ¿ 1 their
contributions are negligible (which is not the case for N ¡ 1) and so they will not be discussed
further here.

In general, when the modiAed Watson transformation is applied to each term in the Debye
expansion, the dominant contributions to the asymptotic behavior of each term will be from
saddle points and residue series, the former corresponding to rays in geometrical optics. Thus for
each term there is a Anite number of saddle points, though this number does increase for each
successive term. The residue-series terms converge rapidly (the imaginary part of �n increases
rapidly with n), and so overall a rapidly convergent asymptotic expansion for each term of the
Debye expansion can be obtained.

Returning to the question of convergence of the Debye series itself, the saddle-point con-
tributions converge at a rate determined by the damping produced at each internal reTection.
This in turn is determined by the Fresnel reTection coeYcient at the interface, and that depends
on the impact parameter and the value of N: For most directions (excluding the cases N�1
and N�1) this coeYcient is small and as a consequence the Debye series converges quite
rapidly. The convergence rate will be enhanced if the scattering sphere is not transparent, i.e.
if absorption occurs in the interior; mathematically this can be accommodated by allowing N
to be a complex number.

Van de Hulst [7] has estimated that for water droplets (N ≈ 1:33 for orange light) more than
98:5% of the total intensity of incident radiation is accounted for by the rays 1′; 2′ and 3′ in
Fig. 1(c); these correspond to the Arst three terms in the Debye expansion. Thus the remainder,
less than 1.5%, must be distributed among the higher-order terms and the contributions from the
residue series. This is not to say, however, that they do not contribute signiAcantly; they can be
concentrated within narrow angular domains about certain directions (see Section 5.4 below).
Indeed, the phenomenon of the “glory” (see Section 3 and [47]) is a consequence of these
residue-series contributions dominating the geometrical ray contributions in a particular angular
region. These contributions in general converge considerably more slowly than their saddle-point
counterparts. This can be appreciated on physical grounds by considering what happens to the
incident ray as the impact parameter increases. Under these circumstances the reTection coeY-
cient increases towards unity (total reTection) as glancing incidence (for N ¿ 1) is approached.
At glancing incidence these rays are of course totally reTected within the approximation of
geometrical optics, but these are precisely the limiting rays responsible for the excitation of
surface waves. The consequence of high reTectivity inevitably implies slow convergence of
these surface-wave contributions.

In [5], Nussenzveig examined in detail the Arst two terms of the Debye expansion (and in [6]
the third term and e9ects associated with higher-order terms were discussed in connection with
both the optical rainbow and glory). The Arst two terms are associated respectively with direct
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reTection from the surface of the scatterer and direct transmission (with no internal reTection),
consistent with the physical interpretation of the Debye series. The asymptotic expansions were
carried out up to (but not including) correction terms of order (ka)−2. The behavior of the
Arst term is similar to that found for the impenetrable sphere problem, exhibiting (for N ¿ 1)
a forward di9raction peak, a geometrical reTection (or lit) region, and a transition region in
which the scattering amplitude is expressible in terms of generalizations of Fock functions (see
Eq. (4:67) in [5] and Appendix 2), the latter being deAned in [33] as

F(1)=

∫

∞

0

ei1x

Ai(xei�=3)
dx +

∫
∞

0

e−i1x

Ai(xe−i�=3)
dx : (5.40)

The second term gives rise to a lit region, a shadow region and again, a Fock-type transition
region. By a process termed critical refraction, surface waves are able to take “shortcuts” across
the sphere. The application of the modiAed Watson transform to the third term in the Debye
expansion of the scattering amplitude is examined by Nussenzveig in [6], along with the e9ect
of higher-order terms. It is this term which is associatedwith the phenomena of the rainbow
and the glory.
The theory for the Arst two terms is uniformly valid for all N ¿ 1; this is not the case

for the third term however. It transpires that there are Ave di9erent ranges of the refractive
index to be considered:each of them requires a separate treatment [6,34]. These subdivisions
can be found directly from geometrical optics considerations; corresponding to di9erent values
of N there are di9erent angular regions characterized by the number of rays—0; 1; 2 or 3—in
a particular direction within that region. The only range of signiAcance here is 1¡ N ¡

√
2;

the refractive index of water for the optical spectrum falls within this range, and from now
on all statements made pertain to it. From a consideration of geometrical optics, there are
three di9erent angular regions to examine:(i) a 0-ray (shadow) region located near the for-
ward region, 06 �¡ �R; (ii) a 1-ray region near the backward direction, �L¡ �6�; where as
shown below, �L=4 arccos(1=N ) and (iii) a 2-ray region between them, �R¡ �¡ �L: However,
the presence of (non-geometrical optics) transition regions leads to a total of six regions to
examine for �∈ (0; �); the three additional regions arise because of di9raction e9ects at the
boundaries between the above three regions. The transition region near �=� corresponds to the
“glory” region, and the 2-ray=0-ray (light=shadow or caustic) transition region corresponds to
the “rainbow” region. There is a penumbra region around the 1-ray=2-ray boundary.
The so-called “normal” regions can be described as follows. The 1-ray region contains the

single geometrical optics contribution plus surface waves excited at the 2-ray=1-ray shadow
boundary; these are associated with di9racted rays that take two “shortcuts” across the scattering
sphere. This 2-ray=1-ray transition region corresponds to one of the normal “Fock-type” regions.
The 2-ray region contains two real saddle points (one for each ray direction in this region) which
become complex in the 0-ray (shadow) region; here the scattering amplitude cannot be reduced
to a pure residue series.
The rainbow light=shadow transition region is associated physically with the conTuence of

a pair of geometrical rays and their transformation into “complex rays”; mathematically this
corresponds to a pair of real saddle points merging into a complex saddle point. Then the
problem is to And the asymptotic expansion of an integral having two saddle points that move
towards or away from each other. The generalization of the standard saddle-point technique to
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include such problems was made by Chester et al. [72] and using their method, Nussenzveig
was able to And a uniform asymptotic expansion of the scattering amplitude which was valid
throughout the rainbow region, and which matched smoothly onto results for neighboring re-
gions (see Appendix D). The lowest order approximation in this expansion turns out to be the
celebrated Airy approximation which, despite several attempts to improve upon it, was the best
approximate treatment prior to the analyses of Nussenzveig and coworkers. However, Airy’s
theory had a limited range of applicability as a result of its underlying assumptions; by con-
trast the uniform expansion is valid over a much larger range. This new approach also enables
a quantitative theory of the glory—a strong enhancement of scattering in the near-backward
direction, as noted in Section 3—to be developed. The intensity predicted by geometrical op-
tics is not nearly suYcient to account for this e9ect. In 1947, Van de Hulst conjectured that
the glory is due to surface waves that make two shortcuts across the sphere ([50], see also
[7]), but no quantitative analysis had been provided. Nussenzveig used the modiAed Watson
transform to advantage in the backward scattering direction, and evaluated the residue-series
contributions there, showing that they are indeed capable of accounting for the enhancement in
the backward intensity, thus conArming Van de Hulst’s conjecture (as far as the third term of
the Debye series is concerned; but many other terms contribute to the glory, as summarized in
Section 5.7 below). The enhancement arises from the focusing of di9racted rays on the axis
which compensates for the exponential damping over the surface of the sphere, and illustrates
the phenomenon of “Regge-pole dominance” of the scattering amplitude.
Nevertheless, the “third term” theory, highly successful as it is, is not able to satisfactorily

account for the backward-scattered intensity as a function of 
; it transpires that contributions
from higher-order terms in the Debye expansion are necessary to explain the results obtained
by numerical summation of the partial-wave series (and note that the fourth term in the Debye
expansion corresponds to the secondary rainbow). As noted in Section 3, Bryant and Cox [54]
found a very complicated Ane structure consisting of a quasiperiodic pattern with prominent but
irregular peaks, and it is this type of behavior that requires higher-order terms to be invoked.
Despite some mathematically technical diYculties, it was shown that the quasiperiodic Ane
structure could be accounted for in this way, and also resonance e9ects predicted. Furthermore,
the same e9ects can be shown to be responsible for the “ripple” in the total cross section for
N ¿ 1 (see [10,88,89] and Section 5.6 for more details).
Explicitly, the third term in the Debye expansion is, from (5.35),

f2(
; �)=−
i




∞∑
m=−∞

(−1)m
∫

∞

0

U (�; 
)G(�; 
)P�−1=2(cos �) exp(2im��)�d� : (5.41)

After some rearrangement, and a shift in the path of integration to the above real axis, this can
be written as

f2(
; �)=−
i

2


∫
∞+ij

−∞−ij

U (�; 
)G(�; 
)P�−1=2(cos �) exp(i��)
�

cos��
d� ; (5.42)

where H¿ 0: Furthermore, this integral can be decomposed into

f2(
; �)=f
+
2;0 + f2;r=f

−

2;0 − f2;r ; (5.43)
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where

f±
2;0(
; �)=±

i




∫ ∞∓ij

−∞±ij

GUQ
(2)
�−1=2(cos �)� d� (5.44)

and

f2; r(
; �)=
1

2


∫ ∞+ij

−∞−ij

GU exp(2i��)
� d�

cos��
: (5.45)

In expression (5.44), Q
(2)
�−1=2 is a Legendre function of the second kind. Details of these manip-

ulations can be found in [33,6]. It can also be shown from the nature of the integrand in (5.44)
that there is always some neighborhood of the imaginary axis where that integrand diverges to
inAnity. Since this is true for any value of �, it follows that there is no domain of �-values in
which f±

2;0 (and hence f2(
; �)) can be reduced to a pure residue series.

5.4. Geometrical optics rBegimes

As previously noted, the third term of the Debye expansion corresponds to rays that are
transmitted out of the transparent sphere after one internal reTection. There are in fact three
possible types of ray trajectories depending on the value of the refractive index N . The one
of concern here is for N in the domain (1; 2); in fact it is the subdomain (1;

√
2) that will be

examined below. The other domains are of course (0; 1) and (2;∞); again, further subdivisions
occur, so that there are in total ?ve subdomains:

(0; 1); (1;
√
2); (

√
2; [6

√
3− 8]1=2); ([6

√
3− 8]1=2; 2) and (2;∞) :

The mathematics based on ray theory has been discussed earlier so we merely summarize it
here. In terms of the angles of incidence, refraction and deTection (or scattering), �i; �r and �
(= i; r; and Dk , respectively, in Section 1.3)

sin �i=N sin �r ; 06 �i; �r6�=2; 06 �6�

and

�=2(�i − 2�r) + � : (5.46)

For the deTection angle to be no greater than � radians it is necessary that ,= �i − 2�r6 0;
the limiting angle of incidence �ai such that ,=0 satisAes the implicit condition

�ai =2 arcsin

(

sin �ai
N

)

(5.47)

or explicitly

cos �ai =
1
2
(N 2 − 2) (5.48)
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Fig. 15. A schematic representation of the six angular regions associated with both rainbow and glory scattering
from a spherical water droplet. The glory, rainbow and 2-ray=1-ray transition region are greatly exaggerated for
clarity. The angular size of these regions are noted (see text for details). This is valid for 1¡N ¡

√

2: The rainbow
angle is �R and �L is the 2-ray=1-ray boundary angle. (Redrawn from [6].)

(excluding the zero impact parameter case cos �ai =1). Since �i ∈ [0; �=2] it follows that such an
angle �ai only exists for N ∈ [

√
2; 2]: In terms of ,, it can be seen that

d,

dN
=

2 sin �i=N
2

√

1− (sin �i=N )2
¿ 0 ;

i.e. , is an increasing function of N . Since ,=0 for N =
√
2, it follows that the range of

interest here corresponds to ,¡ 0, i.e. N ∈ (1;
√
2): Note also that the limiting incident ray is

�i=
�

2
; �r = arcsin

1

N
= �l ; (5.49)

the corresponding scattering angle is

�L=2�− 4 arcsin
1

N
=4 arccos

1

N
: (5.50)

Finally, as noted in Section 1.3, the rainbow angle (the minimum value of the scattering angle)
is, in the present notation,

�R=�+ 2�i;R − 4 arcsin
(

sin �i;R
N

)

where

�i;R= arccos

(

N 2 − 1
3

)1=2

:

The angle �L is a 1-ray=2-ray shadow boundary; the rainbow appears around the angle �R, which
is a 2-ray=0-ray shadow boundary (see Fig. 15).
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5.5. Saddle points

The location of the saddle points is a continuing theme throughout the papers [5,6,33] and
subsequent work from the author (summarized in [10]); there are many details and subtleties
that cannot be entered into in a review of this nature. Nevertheless, the basic features of the
process can be described, because there are similarities between the methods employed for
the impenetrable sphere problem and for each of the Arst three terms in the Debye expansion
(and in principle for the higher-order terms). The method of steepest descent (or saddle-point
method) is described in many texts on asymptotic methods (e.g. [103,104]; a brief but excellent
summary may be found in [23]) so it will suYce here to note that the integrals of interest are
all reducible to the following generic form (neglecting multiplicative factors)

∫

C(w1; w2; 
; �) exp[i
!(w1; w2; �)] dw1 ; (5.51)

where �=
 sinw1 and �= 5 sinw2:
The derivation of the speciAc forms for C(w1; w2; 
; �) and !(w1; w2; �) involve the Debye

asymptotic expansions for H
(1;2)
� (
) [33]; these expansions are valid in an oblong-shaped region

in the �-plane (see [105] for an explanation); this means that the method applied to integrals of
type (5.51) above can locate both real and complex saddle points (if any exist) in this region.
It transpires that

9!

9w1
=2 cosw1

[

2w2 − w1 −
1

2
(�− �)

]

; (5.52)

which yields the saddle points w′
1= �i; w

′
2= �r (on using the deTection angle formula (5.46)),

and hence

�′=
 sin �i= 5 sin �r : (5.53)

In an appendix to [33], Nussenzveig presents the details calculating the real and complex roots
of (5.52) and (5.53); this involves some very complicated algebraic manipulation so a summary
will suYce here.
For �∈ (�L; �); the 1-ray region in Fig. 15, there is only saddle point, and this is real. As �

decreases from � in this interval the saddle point moves from the origin along the positive real
axis to the point zL: At �= �L another saddle point appears at �

′=
=1, and as � continues to
decrease from �L to �R, the two saddle points move toward each other (this is something of an
oversimpliAcation; refer to [6], Section 3 for details). They merge at the rainbow angle �R; so
for � in the interval (�R; �L); there are two real saddle points, corresponding to the 2-ray region
in Fig. 15. The remaining interval is �∈ (0; �R): Here the two saddle points become complex,
leaving the real axis orthogonally, and tracing complex-conjugate trajectories (see Fig. 16). This
is associated with the 0-ray region in Fig. 15. Note that these results are valid only for the
domain illustrated in Fig. 15; the exterior of this domain corresponds to the geometrical shadow
region; a di9erent representation of integral (5.51) would be necessary to trace the behavior
of the saddle points in this region. In fact, in this region the contribution to the scattering
amplitude from the complex saddle points no longer dominates the other contributions, so such
analysis is not necessary.
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Fig. 16. The coalescence of two real saddle points in the complex �-plane as the rainbow angle �R is approached
from below (i.e. from the lit side). At �R the points collide and subsequently move away from each other along
complex-conjugate directions as � increases away from �R into the shadow region. It is the lower complex saddle
point that contributes to the wave Aeld in this region.

It has been noted already that there is a total of six angular regions in (0; �) of interest in
the full scattering problem for 1¡N ¡

√
2; the regions [0; �R); (�R; �L) and (�L; �] discussed

above, together with their transition regions and a transition region near the backward direction
(the glory region). We defer discussion of this and the rainbow region and brieTy discuss the
nature of the remaining four so-called “normal” regions.

5.5.1. The 1-ray region
This is the region

�− �L�6=(2=
)1=3; �− ��
−1=2 ;

where the latter restriction is to enable the asymptotic expansion for Q
(2)
�−1=2(cos �) to be utilized

in (5.44), leading to the integral representation (5.51). The path of steepest descent crosses the
real axis at the (unique) saddle point at an angle of �=4, as it passes from the third quadrant
through the fourth to the Arst quadrant. The third term in the Debye expansion (referred to here
as f2 for brevity) is dominated by the WKB approximation, representing the contribution from
one geometrical ray (transmitted after one internal reTection; see Fig. 1(a)).

5.5.2. The 2-ray region
This is the region

�L − ��6; �− �R�62=M ;

where the second restriction is related to the condition for validity of the Debye asymptotic ex-
pansion. Essentially, it requires that the “range” of the (now two) saddle points [103] be much
smaller than their separation distance (see Appendix D). In this region the path of steepest
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Fig. 17. An incident ray AB is reTected in the direction � to P; this provides a physical interpretation of the left
saddle point associated with equation �̀=
 cos(�=2); b is the impact parameter of the ray AB reTected to P. (See
[33,34].)

descent must cross the new saddle point at an angle of −�=4, so a new path of integration is
necessary. Again, f2 is dominated by the WKB approximation, which now represents contribu-
tions from the two saddle points; physically, this corresponds to the existence of two di9erent
impact parameters giving two parallel geometric rays ([34]; see also Fig. 17).

5.5.3. The 0-ray region
This is the region

�R − ��62=M

and here the saddle points become complex. In view of this, the path of integration must now be
taken over the one which induces an exponential decreasing contribution in the shadow region;
this turns out to be the lower saddle point. This may be interpreted as a “complex ray” [106].
In this shadow region, f2 cannot be reduced to a pure residue series because of the complex
saddle points. Towards the lower end of the above domain, the amplitude is dominated by
the background integral, which in turn is dominated by the lower saddle point (see Fig. 16).
Thus “complex rays” are born, corresponding to super-exponential damping in the shadow (but
with a di9erent factor from those associated with the poles �n) [39]. The damping factor is
proportional to

exp[− c(|�− �R|=62)3=2] ;

where 6 is a positive constant. As one moves more deeply into the shadow from the penumbra re-
gion the residue contribution, being more weakly damped, eventually dominates the complex-ray
contribution.
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Fig. 18. (a) The two types of vertices associated with an internally incident ray at the critical angle �l= arcsin(1=N ):
In (i) the surface interaction is just total internal reTection; in (ii) it is critical refraction to the outside, followed
by a surface wave arc of angle , (which may take any value) and then critical refraction back into the sphere.
Combinations of these two types of vertices provide several classes of “diagrams” with p−1 vertices that contribute
to a Debye term of order p. (Redrawn from [47].) (b) Di9racted rays T ′′

2 T
′′′

2 P excited at the shadow boundary
T ′′

2 B. (Redrawn from [34].)

5.5.4. The 1-ray=2-ray transition region
This is the region

|�− �L|. 6 ;

which is a normal (Fock-type) transition between the 1-ray and 2-ray regions. At such a shadow
boundary, surface waves are excited (see Fig. 18). A tangentially incident ray undergoes critical
refraction and one subsequent internal reTection before emerging tangentially to deAne the
shadow boundary. The surface waves excited at this point of emergence correspond to residues
at the poles �n and propagate into the shadow (1-ray) region. Nussenzveig points out that there
are two types of such di9racted rays, corresponding to one or two surface-wave arcs (see Fig.
18) before reemergence as a surface wave. Both types of wave must of course be accounted
for in any contribution summations [34].
Now we are in a position to discuss the two remaining and extremely physically signiAcant

regions:

5.5.5. The rainbow region (the 2-ray=0-ray transition region)
This is the region

|�− �R|. 62=M :

The mathematical problem here involves the asymptotic evaluation of an integral arising in the
2-ray region, but in a domain where its two saddle points are very close to each other. The
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Fig. 19. The deformed contour of integration (solid line) in Eq. (5.44) for the 2-ray region, i.e. �R¡�¡�L. Plain

crosses correspond to the poles of GU , crossed circles to poles of Q
(2)
�−1=2

and dots in circles to saddle points. The

original contour is shown as a broken line; it is deformed into the steepest-descent path, giving rise to residues at
the poles −�n and �

′

n: See [6], Section 4 for details of the corresponding analysis for the rainbow region.

integral is the “geometrical optics” term

f2; g(
; �)=− i




∫ /2∞

−/1∞

GUQ
(2)
�−1=2(cos �)� d� ; (5.54)

where the path of integration in (5.44) from (−∞ − iH;∞ + iH) is deformed into the path of
steepest descent (Fig. 19) denoted by (−/1∞; /2∞): (This entails moving across the poles −�n
and �′n so the residue contributions also di9er from those in the 1-ray region.)
The relevant theory for this asymptotic evaluation (brieTy reviewed in Appendix D) has been

developed by Chester et al. [72]. The above integral may be rewritten as

f2; g(
; �)=2e
−i�=4N

(

2


� sin �

)1=2

F(
; �) ; (5.55)

where

F(
; �)=

∫ /′2∞

−/′1∞

g(w1) exp[2
f(w1; �)] dw1 (5.56)

and

f(w1; �)= i

[

2N cosw2 − cosw1 +
(

2w2 − w1 −
�− �
2

)

sinw1

]

(5.57)

and

g(w1)= (sinw1)
1=2cos2w1 cosw2

[

cosw1 − N cosw2
(cosw1 + N cosw2)3

]

[1 + O(
−1)] : (5.58)

The limits −/′1∞ and /′2∞ are the images of −/1∞ and /2∞ in the w1-plane, respectively.
The two saddle points are given by w′

1= �
′
i and �

′′
i : In the present domain,

�= �R + H; |H|�1 :
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If we take H¿ 0 initially, then the saddle points are real. To illustrate the complexity of the
calculations, note that after a great deal of analysis it can be shown that [6]

f2; g(
; �)= 4e
i�=4N

( �

sin �

)1=2

(2
)1=6 exp[2
A(j)]{p0(j)Ai[(2
)2=3>(j)] ;

− q0(j)

(2
)1=3
Ai′[(2
)2=3>(j)]}[1 + O(
−1)] ; (5.59)

where

A(H)= i[N (cos �′r + cos �
′′
r )− 1

2
(cos �′i + cos �

′′
i )] ; (5.60)

2
3
[>(H)]3=2= i[N (cos �′r − cos �′′r )− 1

2
(cos �′i − cos �′′i )] ; (5.61)

p0; q0=
e−i�=4

4N
>±1=4

[

(

sin �′′i
2 cos �′′i − N cos �′′r

)1=2

(2N cos �′′i cos �
′′
r )
3=2 (cos �

′′
i − N cos �′′r )

(cos �′′i + N cos �
′′
r )
3

±
(

sin �′i
N cos �′r − 2 cos �′i

)1=2

(2N cos �′i cos �
′
r)
3=2 (cos �

′
i − N cos �′r)

(cos �′i + N cos �
′
r)
3

]

[1 + O(
−1)]

(5.62)

and the ± signs correspond to p0 and q0; respectively. Also recall that �
′
1 and �

′′
1 are the saddle

points. The expressions for A(j) and >(j) correspond to half the sum and half the di9erence
of the optical paths through the sphere, respectively. Very close to the rainbow angle, i.e. for
|j|�1, the approximations for the above quantities may be substituted into the expression for
f2; g(
; �) to yield a still very complicated expression (see [6] for details); the result is a good
approximation for |j|�6, containing as it does, the rainbow region. The dominant contribution
to the third Debye term for the scattering amplitude Sj2(
; �) turns out to be proportional to


7=6: The above approximation can still be employed over part of the 2-ray region, where the
Airy functions may be replaced by their asymptotic expansions for negative arguments, which
we will not state here. The resulting expression is oscillatory (containing a sinusoidal term)
and is associated with the interference between the two geometrical ray contributions, giving
rise to the supernumerary bows referred to in the introduction. Other expressions, valid for
still larger scattering angles in the 2-ray region, may be derived which coincide exactly with
the results obtained by the saddle-point method, so the Chester–Friedman–Ursell method leads
to a uniform asymptotic expansion, matching smoothly the result obtained by the saddle-point
method in its domain of validity.
In the 0-ray region, within the domain 62=M�|j|�
−1=2, j¡ 0 so the asymptotic expansions

for Airy functions with positive arguments may now be used, resulting in an expression for
the complex-ray contribution (described above) and giving rise to Alexander’s dark band be-
tween the primary and secondary bows. Further away from the rainbow angle, the residue-series
contributions dominate the amplitude in the deep shadow region.
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Airy’s approximation may be recovered from the |j|�1 version of Eq. (5.59) for f2; g(
; �),
as expected; this is

f
(Airy)
2; g (
; �)=−16

27

(3)7=12

(2)1=3
e−i�=4

N 2(N 2 − 1)1=4
(8 + N 2)1=2(4− N 2)2=3


1=6

×exp
{

i
√
3
[6(N 2 − 1)1=2 + (4− N 2)1=2(�− �R)]

}

×Ai
[

−(N
2 − 1)1=2

(4− N 2)1=6
(

2


3

)2=3

(�− �R)
]

: (5.63)

Van de Hulst [7] claims that this approximation is a useful quantitative theory only for

¿ 5000 (or drops of radius greater than about 0:5 mm) and |j|¡ 0:5

◦

; although Huygen’s
principle may still be applied for 
¿ 2000, “a quantitative theory of the rainbow for the entire
gap 30¡
¡ 2000 is still lacking”. The above contributions from Nussenzveig and coworkers
bridge this gap and more; indeed, to quote from [10, Section 8:6],

the CAM theory bridges the gap between short-wavelength and long-wavelength scattering,
remaining applicable all the way down to 
 ∼ 1 : : : For 
¿ 100, the accuracy of the CAM
approximation is better than 1 ppm, i.e. it becomes, for all practical purposes, more accurate
than the ‘exact’ partial-wave expansion!

(For further comments on accuracy see Section 5.7 below). For 
 of the order of a few
hundred, within the domain |j|�6, the corrections to Airy’s theory can attain several percent;
this increases with deviation from the rainbow angle.

5.6. The glory

The post-Airy study of both the rainbow and the glory may be divided into two phases,
expressed succinctly as “. CAM” and “& CAM”. The dividing line for the purposes of this
review occurs around the late 1970s=early 1980s, and although what follows below pertains
more to the Arst phase, it contains within it much that is relevant to the second phase, since
during the latter many of the implications of the CAM method for rainbows and glories were
“Ane-tuned” to a high degree. The details that follow are based predominantly on the analysis
in [6], which provides a convenient overview of the results in the Arst phase of study. The
‘second phase’ is summarized in Section 5:7 below.
The angular region where the glory is observed is �=� − j; 06 j . 
−1=2; i.e. in the

neighborhood of the backward region. It is a strong enhancement in this direction due to very
small water droplets, with 
 value up to a few hundred (
 ∼ 160 corresponds to water droplets
with average diameter ≈ 0:028 mm). The e9ect is concentrated within a very small solid angle
around the 180

◦

direction, corresponding to a narrow peak in the back-scattered intensity. This
explains in part the unusual meteorological manifestations that have been observed (see the
introduction for more details). It is not observed for larger water droplets (
 ∼ 1000). Other
important features of the phenomenon are as follows:
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If Hi denotes the angular radius of the ith dark ring (as observed in yellow light) then the
approximate bounds arise [6,7]:

0:35. j1=j2 . 0:45; 1:6. j3=j2 . 1:7

and j1=O(
−1), which is a measure of the narrowness of the backward peak. The above ratio
bounds are di9erent from those associated with another di9raction e9ect: di9raction coronae,
which correspond to the forward di9raction peak. The intensity of the rings in the glory de-
creases more slowly away from the center than it does in di9raction coronae. The radii and
brightness of the rings may change with time, even during the course of a single observation.
There are indications that the glory, like the rainbow, is strongly polarized.
To recapitulate some points made earlier in Section 3, Bryant and Cox [54] made some

numerical calculations of the intensity at or near 180
◦

for the electromagnetic problem; the in-
tensity was computed as a function of 
; at intervals of 0:005; near 
=200 and 500: The results
showed a great deal of Ane structure; in particular they found a rapidly varying quasiperiodic
pattern superimposed on a more slowly varying background for the back-scattered intensity. The
period �
 for these Tuctuations was found to be in the approximate range 0:81 . �
 . 0:82:
Even within a single period, they found irregular peak widths ranging from ∼0:01 to ∼0:1; with
intensities changing by a factor of ∼100, resulting in large spikes superimposed on the back-
ground. They also found that the total cross section showed Tuctuations similar to those of the
background intensity, but greatly reduced in magnitude; at 90

◦

intermediate-sized Tuctuations
were noticed but with periods twice those given above for �
.
The scalar theory developed by Nussenzveig [5,6] was in principle capable of explaining the

above features, with the exception of polarization e9ects; however, the details of the intensity
variations require that higher-order terms in the Debye expansion be taken into consideration.
Van de Hulst [50] conjectured that surface waves are responsible for the glory: speciAcally
di9racted rays excited at the 2-ray=1-ray shadow boundary which travel along a surface arc of
about 14

◦

(for water) before emerging in the backward direction, having taken two shortcuts
across the sphere (see Fig. 18(c)). Using the formalism of the modiAed Watson transform
f2; g(
; �) may be written as [6]

f2; g(
; �)=
i




∫ /1∞

0

GUP�−1=2(−cos �)ei��tan(��)� d� ; (5.64)

upon employing symmetry arguments. This background integral represents near-central rays
which are reTected back after one internal transmission; the surface waves are “generated” by
the residue-series contributions f2; res at the poles �n: In [34] it is pointed out that the evaluation
of f2; res in the 
-domain under consideration is diYcult because it involves computing a residue
at a triple pole of Hankel functions with complex index in a region where several terms in their
asymptotic expansion may have to be retained. Nevertheless, for 
=130 and �=180

◦

,

f2; res(130; �) ≈ −0:165 + 0:483i :

The geometric ray contribution to this order of approximation consists of two terms: the con-
tribution from the directly reTected ray (f0; g) and that from the central ray which undergoes
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one internal reTection (f2; g): Thus (for N =1:33)

fg=f0; g(130; �) + f2; g(130; �) ≈ 0:101 + 0:176i :
The “exact” scattering amplitude can be computed from its partial-wave expansion with the
result that

f(130; �) ≈ −0:011 + 0:798i :
Noting that |fg|2 ≈ 0:04 while |f|2 ≈ 0:64; it is clear that the geometrical optics or lowest
WKB approximation accounts for only about 7% of the total intensity and has the wrong
phase. The remainder must be accounted for by the residue-series contributions; this is what
has been referred to above as strong “Regge-pole dominance” of the scattering amplitude (but
in contrast to earlier circumstances, this is a lit region as opposed to a shadow region where
the amplitude would vanish in the WKB approximation). Indeed, the above f2; res term alone
corrects the phase in the right direction, and

|fg + f2; res|2= | − 0:064 + 0:659i|2 ≈ 0:44 ;
which is about 70% of the correct value. This implies that the Van de Hulst conjecture is
substantially correct. The remaining di9erence must come from residue-series contributions of
higher-order terms in the Debye expansion. These are not damped as rapidly as the geometrical
optics terms, due to the high internal reTection coeYcient. The angular distribution for these
contributions near the backward direction follows from the approximation [107]

P�n−1=2(−cos �) ≈ J0(
[�− �])= J0(
j) ; (5.65)

where, as noted earlier,

�n ≈ 
+ e�i=36−1xn
and J0 is a Bessel function of the Arst kind of order zero. This of course corresponds to an
intensity distribution near the backward direction proportional to J 20 (
j), which is not unrea-
sonable when compared with the observations [7]. In fact, this will explain the slow intensity
decrease at large angles, in contrast with di9raction coronae, for which the intensity is propor-
tional to J 21 (
�)=(
�)

2: In the former case, the intensity decreases like (
j)−1; whereas in the
latter case it decreases like (
�)−3: Furthermore, the ratios of the dark-ring radii in the glory
are given by the ratios of the corresponding zeros of J0(x); namely

j1=j2 ≈ 0:44; j3=j2 ≈ 1:6 ;
which compares quite favorably with the observational results quoted earlier from [7].
There are two other pieces of evidence which tend to support the general correctness of the

Van de Hulst surface-wave conjecture, the numerical evidence being that when Bryant and Cox
[54] examined the partial sums of the Mie series as a function of the number of partial waves
retained, they found in the near-backward direction that the most important contribution by far
comes from the edge domain, l− . l. l+, which corresponds to nearly grazing incident rays.
The other piece of evidence is experimental; Fahlen and Bryant [55] observed a luminosity of
the circumference of a water droplet as seen from the backward direction, analogous to the
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luminosity of a di9racting edge as seen from the shadow. This provides direct evidence for the
existence of intense surface-wave contributions along the 180

◦

direction.
With the surface-wave explanation in principle fairly well established, we can now ask why

the exponential damping of these waves along a 14
◦

arc would not prevent them from making
such a signiAcant contribution. It turns out that, while the speciAc surface waves referred to
by Van de Hulst are nonetheless signiAcant, such contributions from higher-order terms in the
Debye expansion (by now not surprisingly) also play an important role in this phenomenon.
We will not delve further into the mathematical details here, merely suYcing ourselves with
some qualitative comments. It can be shown that the total residue-series contribution has the
same order of magnitude as the second term in the Debye expansion [6]. Certain “resonance”
phenomena may occur among di9racted rays, wherein each di9racted ray returns to its starting
point after an integer number of shortcuts taken through the sphere. Thus for N =

√
2; (outside

the scope of interest in this article) a resonance occurs after four shortcuts, i.e. the internal
piecewise path is a square. For N =[cos(�=5)]−1 ≈ 1:236; the corresponding resonance path is
a regular pentagon. The character of oscillations in the scattering amplitude can be explained
theoretically, in part at least, by the deviation (or otherwise) of the refractive index from one
or other of these resonance values. In fact the intensity is very sensitive to the values of 
 and
N; which may also explain the variability of the glory referred to earlier (see further comments
on this below). The magnitude of the residue-series-dominated resonance peaks predicted by
the theory is bounded by

|fres(
; �)|. 
1=3 ;

which can be appreciated by considering the approximation to the partial-wave series

fres(
; �) ≈
1

i


l=l+
∑

l=l−

(−1)l
(

l+
1

2

)

[Sl(k)− 1] : (5.66)

It follows from the unitarity condition for the S-matrix that

|Sl(k)− 1|6 2 ;

where the upper bound is attained when the lth partial wave is resonant. Using this and the
expression for the edge domain (or edge strip)

l− ∼ 
 − c
1=3 . l. l+ ∼ 
+ c
1=3; c=O(1) ;

leads to the above result. Physically, it arises because most of the partial waves within the edge
domain are close to resonance (see Fig. 13). We have seen that the di9racted-ray resonances are
associated with poles of the Debye expansion; resonances in particular partial waves correspond
to Regge poles close to the real axis. Thus it appears that there is an interesting two-way
relationship between the Debye and the partial-wave expansions: surface-wave resonances may
be interpreted as the cumulative e9ect of many partial waves close to resonance, and vice versa.
For the forward scattering amplitude, an irregular Tuctuation known as the “ripple” is known

to occur, which Van de Hulst suggested may be a type of “forward” glory [7]. This is reTected
in the total cross-section, via the optical theorem. By summing the contributions for 
=130
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from the forward di9raction peak (fd), the Fock correction terms (fF) and the geometrical-optic
component (fg; neglecting non-central rays), it is found that

fd(130; 0) + fF(130; 0) + fg(130; 0) ≈ −2:142 + 69:093i

for N =1:33: The corresponding “exact” result from the partial-wave series is

f(130; 0)=− 2:529 + 68:988i ;

so that the residue-series contribution must of necessity be

fres(130; 0) ≈ −0:387− 0:105i ;

which is in fact smaller than any of the three terms in the approximate sum above.
The total cross section /tot is related to f(
; 0) via the optical theorem, i.e.

/tot=
4�a2



Imf(
; 0) : (5.67)

In terms of the above notation we may write, in an obvious manner

/tot=/d + /F + /g + /res :

The di9raction, Fock and geometric terms give rise to a slowly varying background (which
in the absence of the geometric contribution is monotonically decreasing) which approaches
/d asymptotically as 
 → ∞: Since fd= i
=2 and hence /d=2�a2; this is equivalent to the
well-known result that the asymptotic cross-section is twice the geometrical cross section. The
geometrical-optic contribution gives a set of relatively slow oscillations with period

�g
=
�

N − 1
and amplitude decreasing like 
−1, superimposed on the background. Physically, these oscilla-
tions arise from interference between waves di9racted around the sphere and those transmitted
through it (geometrically).
No ripple is to be expected for N ¡ 1 (and none is observed); di9racted rays cannot take

any shortcuts through the sphere in this case. However, damping of the ripple is to be expected
for an absorbing sphere (complex N; ReN ¿ 1), and such attenuation has indeed been observed
in numerical computations [54]. For small values of 
 (here meaning 
 . 4) the ripple peaks
may be explained as resonances in successively higher partial waves. As 
 increases however,
more than a single partial wave may be near resonance, and the ripple may be thought of more
reasonably as a surface-wave phenomenon. In a similar manner to the discussion of the glory,
these two pictures are actually symbiotic in that each e9ect in one description corresponds to
a collective e9ect produced by several terms in the other one. There is no reason why ripple
e9ects should be conAned to just the backward and forward directions, of course. As pointed out
earlier, they have been observed in numerical calculations [54] for �=90

◦

with corresponding
period twice that found for �=0

◦

and 180
◦

: The amplitude of the ripple contribution has been
estimated [6]; for low values of 
 and N =1:33 the dominant contribution arises from the
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di9racted rays taking four shortcuts (the “square” resonance mentioned earlier). Under these
circumstances the contribution to the scattering cross section from the pole �1 is

/res ∼ A(
)
−2=3 exp(−>4 Im �1) sin(4Re �+ 4) ; (5.68)

where the various terms are as follows: A is a bounded amplitude factor, >p is the minimum
angle described by surface waves after p shortcuts through the sphere before emerging in the
direction �; �= �(N; 
; �1; >2) is a complex number describing the period of the ripple oscillation,
and 4 is a constant phase term. From this expression it follows that the relative amplitude of
the ripple component is at most of order 
−2=3 at �=0

◦

, and at most of order 
1=3 at �=180
◦

(see [6]) where the ripple is dominant. In directions far from these two angles Nussenzveig
concludes that the relative amplitude of the ripple is of order 
−1=6, i.e. the geometric mean of
the values in the backward and forward directions. This is in good agreement with numerical
estimates made by Penndorf [41], who found that the ripple is present in all directions, with
increasing relative amplitude as � increases from 0

◦

to 180
◦

: He estimated the average relative
amplitude as 0:1; 5 and 500, respectively, at �=0

◦

; 90
◦

and 180
◦

:

5.7. Summary of the CAM theory for rainbows and glories

The modiAed Watson transformation is a very e9ective tool in the high-frequency domain
(
1=3�1; 
1=3|N − 1|1=2�1) for extracting the complete asymptotic behavior of the scattering
amplitude in any direction from the partial-wave expansion. In general, the total amplitude in
any direction is found by adding the contributions from the Arst three terms in the Debye ex-
pansion and incorporating, where appropriate, the higher-order correction terms. There are six
subdivisions of the interval (0; �) that arise in the rainbow=glory problem (i.e. corresponding
to the third term in the Debye expansion) for N ¿ 1. Essentially the regions consist of those
predicted by geometrical optics and transition regions; the dominant term in the lit regions is
usually that provided by the geometrical-optic contribution, which is the Arst-order WKB ap-
proximation. (The Arst correction term is the second-order WKB approximation.) In the shadow
regions the surface-wave contributions usually dominate, and this is usually pictured in terms
of geometrical di9raction. Surface waves are excited by tangentially incident rays (for N ¿ 1)
for both the impenetrable and transparent sphere problems, though in the latter case, as noted
earlier, there are two types of surface interactions from within the sphere wherein shortcuts may
occur across the sphere.
There are three types of transition problem of interest here: (i) normal transitions (of the

generalized Fock type); (ii) the rainbow; (iii) the glory. Type (i) transitions also arise for
the impenetrable sphere, and in both cases their angular width is of order 6: They include
the region around the forward di9raction peak. The rainbow region (ii) is associated with the
transformation of a pair of real rays into complex rays, and a uniform asymptotic expansion
can be developed for the amplitude which contains the Airy theory as a special case, but
which is valid for a considerable domain beyond that approximation. Finally, the glory region
(iii) is an example of “Regge-pole dominance” of the scattering amplitude in near-backward
directions. The glory is due to surface waves taking shortcuts through the sphere, but with some
corrections (from higher-order terms) to the original idea proposed by Van de Hulst. With the
exception of polarization, the CAM version of the theory enables an almost complete description
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of the glory to be made. The features so explained arise from competition between four di9erent
phenomena: (a) exponential damping of surface waves as they travel along the spherical surface;
(b) focusing of di9racted rays along the axis, which enhances the back-scattered contribution;
(c) high internal reTectivity of di9racted rays at the surface, which means that many internal
reTections must be taken into consideration in general; (iv) resonance e9ects associated with
nearly closed circuits after four successive short-cuts. Estimates of higher-order residue-series
contributions can also be made. The quasiperiodic intensity Tuctuations associated with these
resonant di9racted rays are present in all directions, but dominate near the backward direction
in terms of large intensity variations that characterize the glory region. The contribution from
surface-wave terms decreases with increasing 
, eventually (for large enough 
) permitting the
geometrical-optic terms to become dominant again. The electromagnetic problem is discussed
in some detail by Khare and Nussenzveig in [47,108] (see also [53]).
Nussenzveig critiqued his (‘phase one’) papers from mathematical, numerical and physical

points of view [6] in the sense of suggesting further improvements, extensions and applications,
which were later addressed in [10] (and references therein). Nevertheless, several of his earlier
comments in this regard bear repeating here: in the neighborhood of transition points between
di9erent ranges of N , a conTuence of saddle points may occur near �=�, leading to a mixture
of rainbow and glory e9ects; this has been discussed more fully in [47]. Furthermore only
the scattering amplitude has been studied—the behavior of the wavefunction itself has not been
discussed (as it has been for the impenetrable sphere problem [33]). The extension of the theory
to complex N to represent an absorptive sphere is of interest, both from a mathematical point
of view (the convergence of the Debye series would be improved owing to increased damping),
and because of potential applications to both nuclear physics (in the optical model) and atomic
physics (see Section 6.5). Indeed, there was also early evidence for nuclear glory scattering
[109]. Extension of the theory to both di9erent-shaped scattering objects and inhomogeneous
bodies (see for example [110]) is of considerable interest (both of which correspond to more
general potentials than the square well=barrier in the quantum–mechanical context).
The second phase of the analysis of the glory (from about 1980 onward) Alled in the gaps

that were present in the early studies. The later work showed that higher-order terms in the
Debye expansion, both from surface waves and the shadow of higher-order rainbows, cannot be
neglected [10]. Noting that the glory is one of the most complicated of all scattering phenomena
[10], Nussenzveig lists (along with their explanation) a total of 15 observational and numerical
features associated with optical glories (some of which are conspicuously di9erent from coronae
(which arise from a forward di9raction peak); indeed, as already noted, van de Hulst named
them anti-coronae [50]). BrieTy summarized, they are:
(i) variability of the glory rings; (ii) their angular distribution; (iii) polarization (parallel

polarization appears to be dominant in the outer rings); (iv) the angular width of the glory
region is O(
−1); (v) features around 
=102; (vi) features around 
=103; (vii) intensity
enhancement (at least an order of magnitude greater than that predicted by geometrical optics;
this is due to dominant di9raction e9ects); (viii) ripple Tuctuations; (ix) quasiperiodicity; (x)
background intensity; (xi) e9ects of absorption or size averaging; (xii) other periodicities; (xiii)
quasichaotic features; (xiv) average gain factor (the ratios of polarized intensities to their limiting
value as predicted by geometrical optics for a totally reTecting sphere); and (xv) edge origin
(dominant contributions to the backscattered intensity arise from the edge strip).



304 J.A. Adam /Physics Reports 356 (2002) 229–365

Within the glory region, cross-polarization e9ects also contribute to the intensity enhancement.
Concerning surface waves, van de Hulst’s p=2 term is an important contributor to the optical
glory, but which higher-order Debye terms might contribute signiAcantly to backscattering?It
is known that in general such terms are strongly damped by multiple internal reTection except
within the edge strip(s)


6 �6
(1 + c+6
2)

and


(1− c−62)6 �6
 ;

i.e. near the top of the centrifugal barrier (as noted in Section 5.1 the constants c± are of order
unity; note also that ‘physical’ values of � correspond to �= l + 1

2
; in Sections 4 and 5 and

[5,6], the edge strip is stated in terms of l; in [10] the above form is used). It transpires that
Debye terms of orders up to a few times 
1=3 (undergoing a large number of internal reTections
in a manner analogous to orbiting) can yield appreciable contributions from these regions. In
addition there are enhancements due to axial focusing (of order 
1=2 arising from constructive
interference along the axis from toroidal wavefronts where the edge strip acts as a virtual ring
source) and proximity to an edge backward glory ray or a near-backward higher-order rainbow
(of order 
1=6). The latter arise from near-edge incidence; the 10th-order rainbow is predominant,
being formed very close to �=�, and for 
&200 this is the leading term. However, the width
of the main rainbow peak decreases as 
 increases, and complex-ray damping in the rainbow
shadow reduces the backward gain factor [10]. The quasiperiodic features referred to above are
consequences of interference oscillations among Debye components (and corresponding shortcuts
through the droplets); the quasichaotic features are identiAed with the sensitive dependence of
lower-order geometric resonances (for closed or nearly closed orbits) on the droplet size and
physical parameters, as are the resonances in the total amplitude (the ripple Tuctuations). The
slowest ripple Tuctuations are also major contributors to the glory; they correspond to resonances
in the total scattering amplitude (s). Because an inAnite number of branches of the deTection
function contibute to this component of the glory (in keeping with the concept of orbiting),
they cannot be represented as a Anite sum of terms in the Debye expansion. The resonances
arise from complex Regge poles near �=
 (see Fig. 19) as a result of tunneling around the
edge strip. Thus (and leading naturally to the next subsection) it has been stated that [10]:

...all leading contributions to the glory arise from complex critical points (poles or sad-
dle points), so that this beautiful and impressive meteorological e9ect is produced almost
entirely by light tunneling on a macroscopic scale.

5.8. A synopsis:di;ractive scattering,tunneling e;ects,shape resonances and Regge
trajectories [89]

For a sphere of radius a and dimensionless size parameter 
= ka�1 (k being the incident
wavenumber) the di9ractive scattering amplitude in direction � is [65]

fd(k; �)=
ia

�
J1(
�) ; (5.69)
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where J1 is the Bessel function of the Arst kind of order one. Nussenzveig [10] notes that the
angular width of the forward di9raction peak (and the spacing of secondary peaks) is very
narrow, being O(
−1). The total (elastic) di9ractive cross section [65] is

/d ≈ 2�
∫ ∞

0

|fd(k; �)|2� d�=2�a2
∫ ∞

0

J 21 (z)

z
dz=�a2 ; (5.70)

which is the cross sectional area of the sphere. The forward peak arises from axial focusing:
secondary waves with di9erent azimuths interfere constructively along the axis. The domain
of validity of the above expression is 06 �6
−1, and the question therefore arises: how can
the domain be extended to larger angles of di9raction? One approach was developed by Fock
[112], based on the idea of “transverse di9usion” along a wavefront [113,114]; an alternative
approximation is Keller’s geometric theory of di;raction [106,115]. Di9racted rays are intro-
duced as extremals of the optical path, and follow the laws of geometrical optics. A smooth
scattering object (e.g. a sphere) can support such rays along segments of the boundary; tangen-
tially incident rays excite such di9racted rays. Considered as surface waves, their amplitudes are
damped exponentially with angle of travel (�) around the surface because of tangential shedding
of radiation (in acoustics these waves are sometimes referred to as creeping modes). As noted
above, competing approximations can be conveniently tested using the model of scattering (both
by direct reTection and di9raction, in this instance) by an impenetrable sphere of radius a (the
transparent sphere is not necessary since it is only the “blocking e9ect” that is being described
here; obviously the transparent sphere model is crucial for understanding the complete scattering
problem).
The domain of validity of the semiclassical approximation to the reTection amplitude is

determined by the condition that the Arst Fresnel zone for the reTected ray should not intersect
the discontinuity at the light=shadow boundary on the surface of the sphere [114]. This imposes
the condition

�& 2

(

2




)1=3

=26 ;

where 6 is a parameter measuring the angular width of the penumbral region. This is much
broader than the classical di9raction domain � . 
−1 (since 
�1), but both the convergence
of the WKB expansion (used in the semi-classical approximation) and the surface wave con-
tributions are rapid only for ��6. It is not surprising therefore that the greatest analytical and
numerical challenges are associated with the domain between these two angular regions. Fock’s
theory yields only a transitional asymptotic approximation here, and is based on an inadequate
physical picture (because the di9usion coeYcient is pure imaginary, the di9usion equation
should be replaced by the SchrRodinger equation, with corresponding changes in interpretation—
see below). A uniform semiclassical approximation for potentials with long-range tails was
provided by Berry [116] (though recall that the forward di9raction peak in this case is not
caused by edge di9raction), and for Anite-range potentials of the type discussed here, Nussen-
zveig and co-workers applied complex angular momentum (CAM) theory to obtain the requisite
uniform approximation [117–119]. The essential (and novel) feature of his approach is to regard
di9raction as a tunneling process.
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The basic procedure used is to transform the partial-wave expansion for the scattering am-
plitude by means of a modiAed version of the Poincar7e–Watson transform (via the Poisson
summation formula [33]). In this process, the scattering function Sl(k) is extended to continu-
ous values of angular momentum � in the complex �-plane (at this juncture for the impenetrable
sphere only; the extension to the transparent sphere was developed later [5,6]). The resulting
expression for the scattering amplitude f(k; �) can be considered to be a superposition of “pseu-
doclassical paths” (generalizations of di9racted rays) [120] associated with all values of � (away
from the forward and backward scattering directions). The qualiAcation is to distinguish such
paths from the corresponding classical paths, the envelope of which is the sphere r= r0(�), r0
being the outermost radial turning point (di9racted rays are pseudoclassical paths with r0(�)= a;
they are composed of incoming and outgoing classical paths). The resulting integral superposi-
tion over � arises from the classical “action” along such paths (the action being the analog of
the optical path).
In appropriate units (i.e. ˜=2m=1), the impact parameter associated with angular momen-

tum � is b= �=k (this follows from the so-called localization principle [7,10]) tangential rays
(grazing or edge rays) correspond to the threshold value �=
 with energy k2 located at the top
of the potential barrier in the e9ective potential (see Figs. 29(a), (c) and also Fig. 13). So-called
below-edge rays (�¡
= ka) ‘hit’ the sphere, and above-edge rays (�¿
) pass outside with
a radial turning point given by r0(�)= b(�); it is the contributions from these regions close the
edge that give rise to signiAcant modiAcations of classical di9raction. When �¿
 tunneling
through the ‘triangular’ barrier can occur between r= r0(�) and a (see below for further dis-
cussion of this); as might be expected, if the potential is approximated by a linear potential,
the solutions of the SchrRodinger equation are expressible in terms of Airy functions (more pre-
cisely, as generalized Fock functions; see Appendix B). By deforming the path of integration
for the scattering amplitude into the complex plane, the integral can be evaluated approximately
from a small number of dominant contributions. The outer approximation is valid for ��6,
being the sum of the WKB expansion (for reTection) and small surface wave corrections. For
values of � below this range (including zero) the uniform approximation is composed of three
dominant terms, namely uniform versions of the classical di9raction amplitude, above-edge am-
plitude (incorporating the e9ects of tunneling through the centrifugal barrier) and below-edge
amplitude (see [121]). The CAM approximation is obtained from a smooth match of the outer
and uniform approximations, and is valid for 06 �6�. It is also extremely accurate [10,121]
and bridges the gap between short and long wavelength scattering (remaining accurate down to

 ∼= 1).
There is an interesting consequence from the e9ects of above-edge tunneling: each contribu-

tion is weighted by the uniform tunneling penetration amplitude through the centrifugal barrier
to the surface, and in contrast to classical di9raction, represents a nonlocal interaction with
range b − a ≈ (�20a)

1=3, i.e. a weighted geometric mean between the wavelength �0 and the
radius a. Furthermore, it should come as no surprise by now that near-edge tunneling is also
very signiAcant in rainbow and glory scattering and also orbiting. We are reminded in [122]
that descriptions of tunneling always involve analytic extensions to complex values of some pa-
rameter, and CAM is a natural vehicle for this. In rainbow scattering, for example, penetration
into the shadow zone (tunneling) occurs through a complex ray; in the optical glory surface
waves (launched by tunneling) and complex rainbow shadow rays make dominant contributions
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to this phenomenon; orbiting also contributes to the glory, and to resonance e9ects, which are
well-illustrated by the problem of scattering by a transparent sphere (with real refractive in-
dex N ¿ 1). Now the e9ective potential has a discontinuity at r= a, essentially because of the
‘addition’ of a potential well to the centrifugal potential. Thus the ‘spike’ corresponds to a
barrier surrounding a well, and suggests the existence of resonances, particularly between the
top of the former and bottom of the latter, where there are three turning points. Such reso-
nances are called “shape resonances” (and sometimes these are called “morphology-dependent
resonances” [123]); they are quasibound states in the potential well that escape by tunneling
through the centrifugal barrier. The widths of these resonances depends on where they are lo-
cated; the smaller the node-number of the radial wavefunction within the well, the deeper that
state lies in the well. This in turn determines the width (and lifetime) of the state, because the
tunneling amplitude is “exponentially sensitive” to the barrier height and width [122]. Since
the latter decreases rapidly with the depth of the well, the smaller is the barrier transmissivity
and the lowest-node resonances become very narrow for large values of 
. The lifetime of the
resonance (determined by the rate of tunneling through the barrier) is inversely proportional
to the width of the resonance, so these deep states have the longest lifetimes [123,88] (with
theoretical details in [89]).
Some calculations are in order at this point. Powerful analogies abound in physics; of par-

ticular interest here are the well-known analogies of Hamiltonian mechanics with geometrical
optics and wave mechanics with wave optics [10]. In the former case, a non-relativistic particle
of energy E (= k2) in a central potential V (r) has associated with it in the optical realm an
index of refraction N given by

N =

√

1− V (r)

E
: (5.71)

The analog of the optical path being the action, Fermat’s principle corresponds to the principle
of least action. In particular, if the potential is a square well for which V (r)=−V0; V0¿ 0; for
0¡r¡a; then the depth of the well is V0=(N

2 − 1)k2; this is therefore a potential which is
directly proportional to the energy in contrast to the standard quantum mechanical problem in
which V (r) is a Axed function, independent of the energy. Thus it follows that if the energy k2

is varied, so does the depth of the potential well (or barrier, if V0¡ 0). The e9ective potential
corresponding to the square well is (in units with ˜=2m=1)

(3) U (r) =
�2

r2
− (N 2 − 1)k2 for 0¡r¡a

=
�2

r2
for a6 r¡∞

(5.72)

(see Fig. 29). Note that as k2 is reduced, the bottom of the potential rises (and for some value
of k the energy will coincide with the bottom of the well [123]); however, at the top of the well,
U (a)= �2=a2 is independent of k2, but if k2 is increased, it will eventually coincide with the
top of the well. Consider a value of k2 between the top and the bottom of the well: within this
range there will be three radial turning points, the middle one obviously occurring at r= a, and
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the largest at r= b for which U (b)= �2=b2. The smallest of the three (rmin) is found by solving
the equation

k2=
�2

r2min
− (N 2 − 1)k2 ;

to obtain

rmin=
�

Nk
=
b

N
(5.73)

in terms of the impact parameter b(�)= �=k. By applying Snell’s law for given b, it is readily
shown that the distance of nearest approach to the center of the sphere is just rmin; indeed,
there are in general many nearly total internal reTections (because of internal incidence beyond
critical) within the sphere between r= b=N and a. This is analogous to orbiting in a ray picture;
the very low leakage of these states allows the resonance amplitude and energy to build up
signiAcantly during a large resonance lifetime which in turn can lead to non-linear optical e9ects
[10]. In acoustics these are called “whispering gallery modes” [124,125].
The energy at the bottom of the well (i.e. limr→a−U (r)) corresponding to the turning point

at r= a is determined by the impact parameter inequalities a¡b¡Na, or in terms of �= kb,

U (a−)=

(

�

Na

)2

¡k2¡

(

�

a

)2

=U (a+) ; (5.74)

which is the energy range between the top and bottom of the well (and in which the resonances
occur). To cross the “forbidden region” a¡r¡b requires tunneling through the centrifugal
barrier and near the resonance energies the usual oscillatory=exponential matching procedures
lead to very large ratios of internal to external amplitudes (see Fig. 29(c)); these resonances
correspond to “quasibound” states of light (that would be bound in the limit of zero leakage)
[88].
Mathematically, the resonances are complex eigenfrequencies associated with the poles �n of

the scattering function S(�; k) in the Arst quadrant of the complex �-plane; these are known as
Regge poles (for real 
). Corresponding to the energy interval [U (a−); U (a+)] the real parts
of these poles lie in the interval 
= ka¡Re �n¡N
=Nka (i.e. impact parameters ∈ [a; Na]
which is of course the tunneling region). The imaginary parts of the poles are directly related
to resonance widths (and therefore lifetimes); in fact Nussenzveig has coined the term “life
angle” instead of lifetime, since the leakage gives rise to angular damping [92]. As n decreases,
Re �n increases and Im �n decreases very rapidly (reTecting the exponential behavior of the
barrier transmissivity). As 
 increases, the poles �n trace out Regge trajectories, and Im �n
tends exponentially to zero. When Re �n passes close to a “physical” value, �= l + 1=2, it is
associated with a resonance in the lth partial wave; the larger the value of 
, the sharper the
resonance becomes for a given node number n. More speciAc mathematical details are provided
below.
It has been noted several times that Mie scattering cross sections have a very complicated

structure as functions of 
; this “ripple” is extremely sensitive to parameter changes in the
cross sections (quasichaotic) at all angles, being greatly enhanced in backscattering; but it does
contain some quasiperiodic features. It is very much related to the sensitivity of the resonances
to variations in barrier shape noted above. A detailed CAM analysis [88,89] identiAes the ripple
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with the residue contribution from Regge trajectories, and it is to these we now brieTy turn.
The poles of the Sj(�; 
) function (the scalar version of which is given by Eq. (5.22)) are the
roots of the following complex transcendental equation [10]

ln′H
(1)
� (
) +

1

2

=Nej

{

ln′J
(1)
� (5) +

1

25

}

(5.75)

in the notation of Section 5, where ‘ln′’ refers to the logarithmic derivative, and for the magnetic
(electric) polarization, e1 (e2)=1 (N

−2). For real 
; the Regge poles are the zeros of this
expression in the complex �-plane; for real �= l + 1

2
; the poles may also be found in the

complex 
-plane, although this is not particularly relevant here. It is the Regge poles close to
the real �-axis, with 
¡Re �¡5, that are of interest (see Fig. 14). The imaginary part of
these poles is exponentially small. Their approximate location was obtained in [5,88], and if N
is real, their real parts (in the lowest order of approximation) are determined by the implicit
relation

2

∫ a

�=Nk

(

N 2k2 − �2

r2

)1=2

dr=(2n+ 1)� (n=0; 1; 2; : : :) ; (5.76)

where the integrand plays the role of an e9ective radial wavenumber within the well. The
integral is a radial phase integral between the inner turning point and the surface; it is noted in
[10] that the above condition is like a Bohr–Sommerfeld quantization condition [20] for ‘bound’
states of electromagnetic energy. The integer n plays the role of a quantum (or ‘family’) number.
To the same degree of approximation, the imaginary part of the Regge poles is proportional to
the centrifugal barrier penetration factor

exp[− 2M(a; �=k)] ≡ exp
[

−2
∫ �=k

a

(

�2

r2
− k2

)1=2

dr

]

; (5.77)

where M is the radial phase integral between the surface and the outer turning point. Higher-order
approximations can be obtained [88]. As 
 varies, each complex Regge pole �nj(
) describes
a Regge trajectory (a path in each of the Re �=
 and Im �=
 planes). When Re �nj(
)= l+ 1=2
a resonance occurs for polarization j in the lth partial wave. The lifetime of the resonant state
is the inverse of its width and proportional to the inverse of the transmissivity of the barrier.
As such, the dominant inTuence on resonant widths is that of tunneling through the centrifugal
barrier.
We revisit non-relativistic quantum scattering of an impenetrable sphere by considering the

generalization of the above expression (in connection with the above-edge amplitude). In the
notation of Nussenzveig and Wiscombe [118], the uniform approximation to the dimensionless
scattering amplitude F(
; �) ≡ f(k; �)=a is [117]

F =Fd + F̃ s + Fe+ + Fe− ; (5.78)

where the Arst term is the uniform version of the classical (blocking) di9raction amplitude. The
second term F̃ s is the surface-wave contribution from waves that have traversed at least half the
circumference, and is usually small in comparison with the last two terms which cumulatively
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are referred to as the edge amplitude Fe; arising from incident rays with impact parameters in
the edge domain. The ‘±’ identiAes the above=below edge amplitudes respectively. Of primary
interest here is the former amplitude, Fe+ . By employing uniform asymptotic expansions for
both the Legendre function P�−1=2(cos �) and cylindrical functions (see [117] for more details)
it is found that

Fe+(
; �)=−
∫ ∞

0

H(x; ,)P(�; 
 cosh,)(,−1 cosh,)x1=2 dx ; (5.79)

where

P(�; �) ≡
(

�

sin �

)1=2{

[1 +O(�−2)]J0(��)−
1

8
(� −1 − cot �)J1(��)

�
+O(�−3)

}

;

H(x; ,) ≡ e−i�=6Ai(x)− /(x; ,)Ai′(x)
Ai(e2i�=3x) + e−i�=6/(x; ,)Ai′(e2i�=3x)

with

/(x; ,) ≡ 5e−i�=6

24
x1=2 sinh,

[

1

3(, coth,− 1) − coth
2,+

3

5

]

and

x ≡
[

3


2
(, cosh,− sinh,)

]2=3

:

This independent variable is equivalent to 6(�−
) ≡ 6k(b−a), where b is the impact parameter
associated with angular momentum �; note that |x| . 1 deAnes the edge strip [10]. For x�1,
H(x; ,) is approximated by

ei�=3H(x; ,) ≈ exp
(

−4
3
x3=2

)

= exp

[

−2
∫ �=k

a

(

�2

r2
− k2

)1=2

dr

]

: (5.80)

(There is a minor misprint in Eq. (7) of [118].) Hence Fe+ is a pure tunneling amplitude: it
describes uniform tunneling of the outside rays through the centrifugal barrier to the surface
(with which they interact) and back.
The below-edge amplitude Fe− is given by an integral similar to (5.79), and the integrand

again has behavior dominated by a nonlinear exponent. For real paths, it corresponds to strong
reTection above but close to the top of the centrifugal barrier (containing the e9ects of surface
curvature on reTection); but an alternative representation in terms of complex angles [117]
demonstrates that this is equivalent to tunneling with the super-exponential decay factor (5.80)
(for a brief summary of the contributions from both paths of steepest descent and stationary
phase describing the ‘birth’ of a reTected wave in the WKB region, see [10]). Thus, the
full edge amplitude Fe can be interpreted as a tunneling amplitude. For � . 6; it can be
expanded in powers of �=6, leading to generalized Fock functions, and the recovery of the
Fock approximation. This breaks down, not surprisingly, for ��6, and as is characteristic of
transitional approximations, cannot be matched with large angle results. However, it can be
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smoothly matched with the outer approximation F =Fr+Fs, where Fr is the reTection amplitude
given by the WKB approximation (with corrections up to the second order) and Fs is the surface
wave amplitude containing all surface-wave contributions.

6.The electromagnetic problem

6.1. Polarization

The scalar theory obviously has nothing to say with regard to polarization. We have noted,
however, that the major techniques introduced in the Debye=Nussenzveig scalar approach are
applicable also to the electromagnetic problem [59,10]. Much, indeed most of the analysis
for the scalar problem carries over to this more general one. The main di9erence, as noted in
Section 1.4, is that we now must deal with the Mie solution [24] and the fact that there are now
two scattering amplitudes to consider: one for each of the magnetic and electric polarizations.
In a change from the f notation for the scattering amplitude, Khare and Nussenzveig [47]
use S1(
; �) and S2(
; �) to denote these, respectively (these forms were used in Section 3.1
also), and we will respect that notation in this section as well. As pointed out in [47,61], the
intensities |Sj(
; �)|2 (j=1; 2) and the phase di9erence �= arg S1−arg S2 completely characterize
the scattering. The modiAed Watson transform is applied to each term in the Debye (multiple
internal reTection) expansion of the Mie series, i.e. for

Sj= S
(0)
j + S

(1)
j + S

(2)
j + · · · =

∞
∑

p=0

Sj;p(
; �); j=1; 2 ; (6.1)

where Sj;p is associated with waves that undergo p − 1 internal reTections. As in the scalar
case, the primary rainbow is associated with the third Debye term S

(2)
j , which is associated with

rays undergoing a single internal reTection in the spherical drop. Again, the rainbow region is
a 2-ray=0-ray transition region, represented in the complex angular momentum plane by the
conTuence of two real saddle points then becoming complex;the method of Chester et al.
(CFU method:see [72] and Appendix D) once more provides a uniform asymptotic expansion
in this situation.
The dominant contribution to S

(2)
j is given by the same type of expression(s) as stated in Eqs.

(5.55)–(5.58) above. The saddle points in the 2-ray region, �′i and �
′′

i , correspond to the two
angles of incidence associated with geometrical rays emerging from the drop in the direction
�. The path of integration is the same as in the scalar case. For |(2
)2=3>|�1 (see Eq. (5.59)),
the result matches smoothly with those in the neighboring angular regions, in contrast with that
from Airy’s theory. Some of the CFU coeYcients are considerably smaller for polarization “2”
(parallel;electric) because the angle of incidence for rainbow rays is close to Brewster’s angle,
and this suppresses much of the contribution from that polarization (indeed, for N =

√
2, the

rainbow angle is Brewster’s angle (see [111]:in this paper, which is in German, a variety of
rainbow features is discussed, including the refractive indices for which rainbows of all orders
are completely polarized, together with brief comments on the ‘appearance’ of rainbows in
literature, art, folklore and religion).
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There is of course a contribution to the rainbow region from the ray directly reTected at

the drop surface, represented by the Arst Debye term S
(0)
j (
; �), and this was included in

the numerical studies undertaken by Khare and Nussenzveig [59]. They compared the exact
Mie results (obtained, recall by summing over a number &
 of partial waves) for N =1:33;
506
6 1500, and 136

◦

6 �6 142
◦

with both the Airy approximation and the results from
system (5.55)–(5.58). The main correction to the Airy theory is provided by the Ai′(−x) term
(where x=− (2
)2=3>) in Eq. (5.59). For polarization 1, within the main rainbow peak |x|. 1,
the corrections to the Airy theory are small, but for the supernumerary arcs (x�1; secondary
peaks) they become signiAcant. For polarization 2 there are large corrections to the Airy the-
ory, because the Ai′(−x) term is dominant throughout the complete range of interest. Because
there is a change in sign of the amplitude reTection coeYcient at Brewster’s angle, one such
correction is that the secondary-peak maxima and minima should be interchanged for the two
polarizations (see also [7]). The results are compared in several Agures in [59]; in particular
for 
=500 oscillations with period ≈ (300=
)◦ are superimposed on the main peak and part of
the secondary (see Fig. 2 in [59]); this results from interference with the direct reTection term.
Such interference remains appreciable up to 
=1500 (the upper value investigated; this is true
even close to the rainbow angle �R), so the direct reTection term has been subtracted out in
their Fig. 3, which is reproduced here as Fig. 20. For the same value of 
 the phase di9erence
� is also plotted: the Airy theory fails here, even close to �R, whereas the exact results and
asymptotic theory agree well throughout. Again, rapid oscillations arise from interference with
direct reTection. The authors point out that the oscillatory nature of the deviations between the
asymptotic theory and the exact solution is consistent with interpreting them as “ripple”; this, as
we have noted above, is present in all directions (but dominant in the glory) is due to grazing
incident rays which are in turn associated with Regge-pole-type contributions (surface waves)
and higher-order Debye terms.
Concerning the glory, the same techniques apply, but for �=� the scattering amplitudes are

related by

S1(
; �)= S
M (
) + SE(
)=− S2(
; �) ; (6.2)

where the contributions from the magnetic multipoles (M) and the electric multipoles (E) are
of the same order (this is called the cross-polarization e9ect [7,53,108]). Again, the object is
to And which p values in the Debye expansion for each polarization yield signiAcant contri-
butions at a given value of �; and thence to represent these by suitable asymptotic expansions
via the modiAed Watson transform. There are in general four sets of contributions from (i)
geometrical-optic rays (real isolated saddle-points in the �-plane); (ii) surface waves (complex
Regge poles); (iii) rainbow terms (conTuent saddle points) and (iv) Fock-type transition region
contributions (interpolating smoothly between (i) and (ii)). As we have seen in the scalar case,
the contributions from geometrical optics are too insigniAcant to account for the glory; and
while van de Hulst conjectured that p=2 surface waves are the dominant feature in describing
the phenomenon, as we have already seen, higher-order Debye terms need to be incorporated
for a complete description.
For p�1, the important contributions come from the edge domain |� − 
| . 
1=3, where

the internal reTectivity is close to one. However, there are also contributions from higher-order
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Fig. 20. A comparison of the intensities predicted by the exact Mie theory, the complex angular momentum (CAM)
theory and the Airy theory for 
=1500, redrawn from [59]. The direct reTection term has been subtracted out. (a)
refers to magnetic polarization intensity and (b) to the electric polarization intensity.

rainbows formed near �=�, due primarily to the 
1=6 rainbow enhancement factor [61] (but see
comments in [42]) which persists at considerable angular distances from the particular rainbow
angle �

p
R (because the width of the rainbow region increases with p). The backward direction

falls within the shadow side of the relevant rainbows; here the amplitude is exponentially
damped with exponent proportional to 
(|>p|p−1)3=2 for large values of p. The corresponding

exponent for the surface-wave terms is 
1=3>p; note that

>p ≡ �− p�t (mod 2�) ; (6.3)

where �t =2 arccos(1=N ), −�6 >p6�. If >p¿ 0 this represents the angle described by a surface
wave before emerging in the backward direction; if >p¡ 0 this corresponds to the approximate
deviation H

p
R =�−�

p
R from the rainbow angle. Khare and Nussenzveig [108] conjectured, in view

of the damping exponents, that the dominant Debye contributions arise from those values of p
for which −�t6 >p¡�t , and that for surface waves the lowest >p dominate, whereas rainbow
terms are dominated by the lowest values of |>p|=p. They carried out numerical comparisons
(neglecting the direct-reTection term p=0) with the exact results for

N =[cos (11�=48)]−1 ≈ 1:33007 (6.4)
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Fig. 21. The path of a tangentially incident ray for a refractive index given by N = sec(11�=48) � 1:33007 (see Eq.
(6.4)). The values of p (corresponding to the pth Debye term) at each vertex are indicated, and the arrows point
in the directions corresponding to the surface angles (>p) traversed. Surface-wave terms are indicated by dotted
arrows, rainbow terms by solid arrows. The length of the arrows corresponds qualitatively to the ordering of terms
(by increasing >p for surface waves and |>p|=p for rainbow terms).

for which >p=0, i.e. a tangentially-incident ray becomes resonant by forming a closed 48-sided
star-shaped regular polygonal path inside the spherical droplet (see Fig. 21).

6.2. Further developments on polarization:Airy theory revisited

In this subsection we examine an important and mathematically simpler approach to this
problem formulated by KRonnen and de Boer [126]. It is based on the classical Airy theory
but with an important di9erence: a position-dependent amplitude term is introduced for the
polarized rainbow (as opposed to the common rainbow—terms to be precisely deAned below).
As Airy showed, the wavefront emerging from a raindrop is well approximated by a cubic
function near the geometric ray of minimum deviation (the D7escartes ray), and the interference
pattern of light from such a wavefront is described by the Airy function Ai(z), where z ˙ �R−�,
i.e. the deviation of the ray from the rainbow angle (Section 2). The Airy approximation is
valid provided the deviation angle is only a degree or two, and the raindrop diameter is & 0:3
mm for visible light.
As already noted, light from an optical rainbow is strongly polarized; the direction of the E

vector is tangential to the rainbow. In the primary rainbow, light is internally reTected once,
and for the D7escartes ray this reTection occurs close to the Brewster angle; at this angle light
polarized parallel to the plane of incidence is completely transmitted (none reTected) leaving
only light polarized perpendicular to this plane in the reTected contribution. This is the tan-
gential component referred to in [126]; the parallel polarization is referred to as radial. Since
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the reTection angle for the D7escartes ray is several degrees away from the Brewster angle,
some of the radial component is reTected to produce a correspondingly much weaker rainbow;
it is this that we shall refer to as the polarized rainbow, the more intense common rainbow
being tangentially polarized. It is interesting to note that the supernumerary bows (intensity
maxima) in the polarized rainbow are shifted to the locations of the minima in the common
rainbow; this was Arst observed in fog bows by Bricard [127]. From the geometrical optics
viewpoint, supernumerary bows are caused by interference between two rays with di9erent
impact parameters (and hence path lengths inside the drop) and the same scattering (devia-
tion) angle. If the respective angles of incidence for these two rays, i1; i2 say, are such that
i1¡IB¡i2, where IB is the Brewster angle, then these two rays have an additional phase dif-
ference of 180

◦

(see the very useful descriptions in KRonnen’s book [128]). This does not occur
for the corresponding rays in the common rainbow, so it is clear that constructive interference
in the latter is associated with destructive interference in the polarized rainbow, and this is
consistent with the numerical calculations of Khare and Nussenzveig [59]. Note also that this
contrast will not be present in the secondary bow because of the two internal reTections in the
drop.
Near the Brewster angle the Fresnel coeYcient of reTection for parallel-polarized light varies

substantially (in relative terms), so that the wave amplitude cannot be considered constant along
the wavefront, even near the rainbow angle. This contrasts with the case for perpendicular
polarization, for which the Fresnel coeYcient while varying, is never zero and so (in relative
terms again) the wave amplitude may be treated as constant to a Arst approximation. This is the
basis of the Airy approximation and while not completely satisfactory, provides a reasonable
representation of the common rainbow as we have seen.
The expression for the cubic wavefront has been noted earlier. A fuller account of its deriva-

tion may be found in the book by Humphreys [18] to which we now refer. By considering
small deviations from the angles of incidence and refraction corresponding to the D7escartes ray,
and with judicious use of Maclaurin’s theorem, Humphreys deduces that in a coordinate system
centered on the point of inTection (see Eq. (2.3) above, where h=3c)

y=
h

3a2
x3 ; (6.5)

where in terms of the order n of the rainbow and the refractive index N

h=
(n2 + 2n)2

(n+ 1)2(N 2 − 1)

{

(n+ 1)2 − N 2
N 2 − 1

}1=2

; (6.6)

a being as before the radius of the drop. For the primary rainbow (n=1) and N =1:33, h ≈ 4:9;
for the secondary rainbow (n=2), h ≈ 28. Obviously h is not independent of N . Let IB; RB
and IR be the Brewster angles of incidence, reTection and the angle of incidence for minimum
deviation respectively, and furthermore let 5= i − IR and �d= � − �R, where i and � refer to
general angles of incidence and scattering, respectively. Then after some tedious but elementary
manipulations [18] we may write

x= a5 cos IR
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and the integral superposition of the wave amplitude in the direction �d as

A=

∫ ∞

−∞
k(x) sin(!t − �) dx=A sin!t − B cos!t ; (6.7)

where k(x) is the wave amplitude per unit length along the wavefront, ! is the angular frequency
of the (monochromatic) light and � is the phase shift for a wave in direction �d from position
x with respect to a wave emanating from x=0 in the same direction. The expression for � is
([18], see also Section 2)

�=
2�

�

(

hx3

3a2
cos �d − x sin �d

)

; (6.8)

where � is the wavelength of the light. We deAne the intensity I=A2+B2 since (6.7) can be
written in the form A=(A2 + B2)1=2 sin(!t − ,).
For the common rainbow, the Airy assumption is that k(x) is uniform throughout (and chosen

here as unity without loss of generality), and B=0 since � is an odd function of x, so for small
values of �d the standard Airy intensity is obtained as A

2 where

A=

∫ ∞

−∞
cos

2�

�

(

hx3

3a2
− x�d

)

dx : (6.9)

The situation is more complicated for the polarized rainbow. For the primary rainbow A⊥ and
A|| refer to the amplitudes of light with the E vector perpendicular and parallel to the plane of
incidence, respectively. Then by Fresnel’s equations (for unit amplitude incident light)

A⊥=

[

1− sin2(r − i)
sin2(r + i)

] [

sin(r − i)
sin(r + i)

]

(6.10)

and

A||=−
[

1− tan2(r − i)
tan2(r + i)

]2 [
tan(r − i)
tan(r + i)

]

: (6.11)

Note again that A|| changes sign if i passes through IB. If 6= i − IB; H= r − RB then using
Snell’s law it follows for small 6 and H that

H=
cos IB
N cosRB

6=
6

N 2

from which

k(x)=
A||

A⊥
� 6+ H

cos3(IB − RB)
or

k(x) � (1 + N−2)6

cos3(IB − RB)
≈ 1:776= 1:77

a cos IR
(x + x0) ; (6.12)
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where x0= a(IR − IB) cos IR. Upon substituting all these into the expressions for A and B we
And the expected results for the common rainbow, i.e. B=0 and

A=2�

(

a2�

2�h

)1=3

Ai(z) ; (6.13)

where

uz=− 2�x�d
�

; u3=
2�hx3

�a2
;

while for the polarized rainbow

A=2�(1:77)(IR − IB)
(

a2�

2�h

)1=3

Ai(z) (6.14)

and

B=− 2� 1:77

a cos IR

(

a2�

2�h

)2=3

Ai′(z) (6.15)

(the prime referring to derivative with respect to z). The variable z may also be written as

z=−
(

4�2a2

h�2

)1=3

�d: (6.16)

If the intensity distribution for the common rainbow is expressed in arbitrary units as I1=
[Ai(z)]2, then for the values for N (4

3
) and � (0:6 �m) chosen in [126], the intensity of the

polarized rainbow is

I2=[1:77(IR − IB)Ai(z)]2 +
(

a2�

2�h

)2=3 [
1:77

a cos IR
Ai′(z)

]2

or

I2=0:0376I1 + 0:232a
−2=3[Ai′(z)]2 ; (6.17)

where z=−4:92a2=3�d if �d is expressed in degrees. The intensities I1 and I2 are shown in Fig.
22 for 
=2�a=�=1500 (corresponding to a drop size of ∼0:14 mm for the chosen value of
�). The results agree well with the numerical calculations of Khare and Nussenzveig [59]. The
shift between locations of maxima for the two polarizations remains present for much smaller
drop sizes also [126], although the Airy theory can give qualitative information only in this
regime.
KRonnen and de Boer also use the asymptotic forms for the Airy function and its derivative to

determine an upper bound for the droplet size where the maxima and minima are interchanged
for the two polarization directions. For the parameters they choose, the two intensity distributions
are in phase if a¿ 0:6 mm and out of phase if a¡ 0:6 mm. It is interesting to note from Eq.
(6.14) that when IR= IB, i.e. the D7escartes ray is reTected at the Brewster angle, then I2 is
proportional to [Ai′(z)]2, and is out of phase with the common rainbow at all droplet sizes.
This can only occur for N =

√
2 as noted earlier, but this e9ect is still noticeable for suYciently

small drops (i.e. .0:6 mm).
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Fig. 22. The light intensity distribution as a function of � − �R for both rainbow polarizations: (a) the “common”
rainbow and (b) the polarized rainbow. This corresponds, respectively, to the E vector (a) tangential and (b) radial
with respect to the rainbow arc. The scattering angle is � and the rainbow angle is �R. The calculations are for
size parameter 
=1500 which corresponds to a droplet radius of approximately 0:14 mm in visible light. Note the
di9erences in the positions of the supernumerary bows in the two Agures. (Redrawn from [126].)

Returning to the choice k(x)=1, made earlier for the classical Airy approximation to the
common rainbow, it is of course possible to extend that theory by including the variation in the
reTection coeYcient for A⊥ also. This in fact contributes only a small correction to the Airy
theory: the term in Ai′(z) is never dominant. However, the minima in this case are never zero,
which is also in agreement with the results reported in [59]. Similar calculations were performed
for the secondary rainbow; deviations from the Airy theory are less pronounced, even for the
polarized rainbow, where the expression for I2 contains terms in Ai

2(z) and Ai′′(z) only; since
these terms are proportional (see e.g. [129]) the intensity oscillations remain in phase with those
of the common secondary rainbow.
Finally, the degree of polarization can be easily determined using this formalism. At the

rainbow angle �d=0; so from Eq. (6.17) it follows that

I2

I1
=R(a)=0:036 + 0:00465a−2=3 ; (6.18)

which for large a compares well with the geometrical optics result [111] of R=0:039, especially
as a→∞. However, since R as written here increases monotonically as a→ 0, for small values of
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a it is more appropriate to consider R as the ratio of the maxima of the intensity distributions for
z �=0. By taking values of z equal to −3:25 (common rainbow) and −4:08 (polarized rainbow)
as representative maxima (the Arst supernumerary bows) KRonnen and de Boer obtain

R(a)=0:0087a−2=3
[

Ai′(−4:08)
Ai(−3:25)

]2

=0:032a−2=3 ; (6.19)

R(0:14)=0:12 (a is in mm) which is to be compared with the prediction of 0:054 from the
above asymptotic-type geometrical optics result. This implies that the polarized rainbow is more
readily observable for small droplets (e.g. as in fogbows) than is predicted by geometrical optics.

6.3. Comparison of theories

There have been several comparisons between some or all of the following: geometrical
optics, Mie theory and the Airy approximation. Ungut et al. [43] studied the scattered light from
transparent spherical particles with a range of diameters from 1 to 100 �m, and in the forward
scattering angle range 0

◦

–20
◦

; and compared the results of Mie theory and geometrical optics.
For the parameter ranges considered they concluded that the latter is a reasonable approximation
to the former, especially if the particles are assumed to deviate from perfect sphericity in any
cross-sectional area by a change in the diameter �d � �. More recently, Wang and van de
Hulst [42] have given a detailed computational account of an eYcient and accurate method of
evaluating the Mie coeYcients for 
 . 50 000, corresponding to drop diameters up to ∼6 mm
for visible light. They also compare their Mie theory calculations with the Airy approximation
(generalized to an arbitrary number of internal reTections; this number is denoted by p −
1; p¿ 1, consistent with the notation in [6] and Section 5 above). SpeciAcally they And that
for drop diameters ∼ 1 mm there is agreement in all details, including the polarization and the
position and intensity of the supernumerary maxima; this agreement is still fairly good down to
a diameter of ∼ 0:1 mm. It transpires that the higher the value of the refractive index, the closer
is the agreement between the two theories for the primary rainbow (p=2) for drop diameters
as small as 0:02 mm. They also investigate Alexander’s dark band and conclude that in addition
to the presence of externally reTected light (p=1) there is a signiAcant contribution from the
p=6 and 7 rainbows. The positions of these are very sensitive to the wavelength of the light.
We note some other points from this paper, the Arst being of historical interest. The authors

point out that since 1957 (when Van de Hulst’s book [7] Arst appeared) the large gap that
existed between small 
-values, for which Mie theory was computationally feasible, and large

-values, for which the Airy theory is valid, is much closer to being closed today. This gap
was 30. 
 . 2000, and since that time (as detailed earlier) the complex angular momentum
theory ([10] and many references therein) and the development of highly eYcient computational
schemes have helped to close the gap (from the upper and lower ends, respectively). Now,
reliable Mie computations are feasible for 
 up to at least 50 000. Details of these can be
found in [42].
We have alluded earlier to the curvature term h=3a2 for the cubic wavefront approximation of

Airy (see Eqs. (6.5) and (6.6)), where h is expressed in terms of the order of the rainbow and
the refractive index. Note that the curvature of the wavefront is greater for higher values of p
(and hence n) and smaller values of a (or, for light of a given wavelength, for smaller values
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of 
), so that the angular spacing between two successive supernumerary peaks increases with
increasing p (or n) and=or with decreasing a. In both [7] and its relatively recent extension [42]
an expression is given for the rainbow peak intensity: in particular there is a size dependence
of ∼ x7=3 which is consistent with an amplitude dependence of ∼x7=6 in Eq. (2.4) of [61], so
there is no discrepancy in this regard between the two approaches, i.e. between the Airy theory
and the complex angular momentum theory. For a drop with diameter 3:2 mm, the authors also
found excellent agreement between the Mie and the Airy theories (such a large drop would not,
of course retain its spherical shape in the atmosphere). The primary rainbow was found to be
≈ 7:7 (red light) to ≈ 8:4 (violet light) times more intense than the secondary rainbow, and all
the Airy maxima up to about the tenth supernumerary bow were at the predicted angles and
had the correct intensities. Also the angular separation of the rainbows was found to decrease
as the light shifted from violet to red: the shift in the secondary (p=3) being twice that in the
primary (p=2) rainbow.
For a drop diameter of 0:1 mm there is still (surprisingly, as the authors point out) good

agreement between the Mie and Airy intensities for the Arst maxima in cases p=2 and 3.
Amongst other features, the dark band is still seen in the violet but diminishes in the red, and
the Airy theory predicts somewhat larger shifts in the higher supernumerary bow positions for
p=2 and 3. Tests for even smaller sizes (and various refractive indices) indicate that the Airy
theory predicts well the features of the Arst peak of the primary rainbow. In the dark band,
where the intensity may drop to below 0:5% of that in the primary peak, the intensity is well
explained as contributions from the p=0 (external reTection) and the p=6 and 7 rainbows.
The overall conclusion drawn by Wang and van de Hulst is that the Airy theory provides
simple and reliable information over a wide range of sizes, and furthermore this may be useful
in determining properties of particles in laboratory, meteorological or astronomical experiments.
Related to these results is a set of observations made earlier by Sassen [1] in connection

with angular scattering and rainbow formation in pendant drops. These are laboratory-produced
near-spherical drops with certain similarities to the shape of distorted raindrops. The latter
become increasingly oblate and unstable with increasing size, and tend to orient themselves
uniformly in space as they fall. Measurable raindrop distortions have been noted for drops as
small as 0:3 mm in diameter [130] and are signiAcant for diameters &1 mm. As might therefore
be expected, rainbow features often vary with the position of the generator of the rainbow “cone”
as the observer views di9erent parts of the rainbow. This is because of the change in geometric
cross-section of the drop as the angle of observation changes (for more on this see Section 6.4).
Such variations have been observed [131]. Obviously in any given situation it is expected that
there will be a distribution in raindrop size. It is frequently the case that rainfall from convective
showers (conditions under which rainbows are frequently observed) contain “supermillimeter”
drops, so information on near-spherical drops may well help to explain occasional anomalous
features (i.e. unlikely to occur for purely spherical drops) such as reports of tertiary rainbows
[14,132–134] at 42

◦

(while standard theory predicts their existence, they are considered too
faint and too close to the sun’s position to be observable, although these reports might refer to
reTected or reTected-light rainbows [4]).
The pendant drops discussed in [1] are more akin in shape to the familiar “teardrop” shape

so beloved of cartoonists. Nevertheless, they combine spherical and non-spherical scattering
mechanisms that are considered relevant to those for aspherical raindrops for the following



J.A. Adam /Physics Reports 356 (2002) 229–365 321

two reasons: (i) they retain a circular cross section in a horizontal plane and (ii) display a
reduction in surface curvature (compared to a spherical drop) along the vertical sides of the
drop. These are exactly the same features displayed by the “hamburger-bun” shapes of larger
raindrops (see further references in [1] for details of numerical and theoretical simulations of
realistic raindrop shapes). Angular scattering experiments revealed that such near-spherical drops
generate exceptionally well-deAned primary, secondary and associated supernumerary bows, but
unexpectedly strong higher-order bows as well, perhaps because of the reduced curvature in the
central elongated regions, thus providing relatively more surface area within the drop available
for generating rainbow rays. As with the later work of Wang and van de Hulst [42], it was
found that the precise angular positions of at least the Arst 10 intensity maxima for the primary
and secondary rainbows were predicted by the Airy theory. Interestingly, it is claimed that the
theory fails to account for the position of the sixth-order rainbow (p=7), but in [42] it was
found that this rainbow, along with that for p=6 is found just inside Alexander’s dark band.
Dave [135] presented results of Mie computations for large non-absorbing spheres and com-

pared them with those corresponding to geometrical and physical optics (i.e. including di9rac-
tion e9ects). This was done for monochromatic radiation of wavelength �=0:4 �m and water
spheres of radii a=6:25; 12:5; 25 and 50 �m, corresponding to size parameters, respectively,
of 
=31:25�; 62:5�; 125� and 250�, well below the region of applicability (and prior to the
emergence of the complex angular momentum theory) of the classical ray and Airy theories [7].
Dave considered three regimes using geometrical optics: forward scattering, the rainbow region
and the glory region. An approximate value for the scattered intensity in the Arst regime can
be found by replacing the sphere by a circular disk of radius a [7]. This unpolarized di9racted
radiation has intensity

If=

4

[

J1(
 sin �)


 sin �

]2

;

relative to the incident radiation intensity. The maximum intensity of 
4=4 occurs of course at
�=0

◦

; successive minima and maxima occur as � increases away from zero. If the amplitudes
of the reTected and refracted are comparable with that of this di9racted component, there can be
a signiAcant increase in intensity and interference between these components. (This is sometimes
referred to as “anomalous di9raction” mentioned earlier; further details may be found in [7].)
Similar interference phenomena may of course occur in the rainbow region on either side of the
D7escartes ray of minimum deviation, if two such rays emerge in parallel directions—leading
at this level of description to an explanation of the supernumerary bows. Apart from van de
Hulst’s suggestion of surface wave involvement as responsible (in part) for the glory, there
was at that time no satisfactory detailed account of this phenomenon (the work by Nussenzveig
was published shortly after [135] appeared). This paper [135] provides many Agures and related
results; it was concluded on the basis of the four size parameters studied that ray optics and
Mie theory agree well only if 
 ∼ 800 (and presumably 
& 800, though Dave’s largest value
was 
=785:4). He concluded that a satisfactory explanation of the glory should await a more
substantial understanding of surface waves and the interaction between radiation Aelds (true),
and noted also the lack of a simple explanation for (i) anomalous di9raction in the forward
direction (for �¿ 2

◦

) and (ii) the appearance of several distinct maxima outside the regions of
primary and secondary rainbows.
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The four approaches to the theory of the rainbow discussed so far are, in historical order:
geometrical optics, Airy’s approximation, Mie theory and complex angular momentum theory.
Crudely, the Arst of these is independent of size of the drop, but only valid for large size
parameters, e.g. 
& 5000. Airy’s approximation is valid for 
& 5000 and for |�−�R|. 0:5

◦

;
the Mie solution is exact but requires the summation of a number of partial waves greater than

 (this is no longer the problem it used to be for 
& 100 as noted above in connection with
[42]). The complex angular momentum theory provides a very good substitute for Mie theory
if 
& 50 (in fact it is still very accurate for 
& 1 [10]) but is mathematically very technical.
It was with these restrictions in mind that Mobbs [136] developed another theory, based on
Huygens’ principle (as is Airy’s theory) in which he states that the physics is straightforward and
only simple computation is required for a substantial range of drop sizes. A virtual wavefront
leaving the drop after one internal reTection is examined, as in Airy’s theory, and a set of
equations is developed which completely deAnes this wavefront. Mobbs also deAnes, in a similar
manner, a virtual wavefront for the externally reTected ray. The distributions of amplitude (for
both polarizations) depend on the drop geometry, the wavefront and the Fresnel amplitude
coeYcients. Sixteen Fresnel zones were constructed across the wavefront, each of which has an
amplitude (uniform across the zone) characteristic of the total light Tux passing through that
zone. Thus the wavefronts consisted of 16 annular rings around the (obvious) central axis (z)
of the drop; the boundaries corresponding approximately to equally spaced values of the angle
of incidence. The basic mathematical features of this approached will be brieTy summarized
here (and in the opinion of this author, with regard to Mobbs’ earlier comment about the CAM
theory, his calculations are not entirely without mathematical complexity either!).
Suppose that the nth zone, 16 n6 16, lies in the angle of incidence interval [in; in+1]. The

area orthogonally presented to the incident light between these angles is readily shown to be

an=
�a2

2
(cos 2in − cos 2in+1) (6.20)

and the area of the zone is, in a cylindrical polar coordinate system,

An=2�

∫ in+1

in

R

[

1 +

(

dz

dR

)2
]1=2

dR

di
di : (6.21)

DeAne

Gp;n=

(

an

Ap;n

)1=2

;

where the subscript p refers to externally reTected light (p=0) and internally reTected light
for the primary rainbow (p=2). The rainbow rays undergo two refractions (transmissions) and
a single reTection. So using the Fresnel amplitude coeYcients the amplitude corresponding to
the nth zone is given by

A
(1)
2; n=G2; n

sin(2i) sin(2r) sin(i − r)
sin3(r + i)

(6.22)
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for polarization 1 (magnetic) and

A
(2)
2; n=G2; n

4 sin(2i) sin(2r) tan(i − r)
[sin(2i) + sin(2r)]2 tan(r + i)

(6.23)

for polarization 2 (electric). The corresponding amplitudes for externally reTected light are

A
(1)
0; n=−G0; n

sin(i − r)
sin(i + r)

(6.24)

and

A
(2)
0; n=G0; n

tan(i − r)
tan(i + r)

: (6.25)

Mobbs then applies Fresnel’s formulation of Huygen’s principle by examining the path di9erence
between rays that meet the wavefronts such that 1=�−�R. The disturbance from an element of
area dS of the wavefront near a point P, a large distance s from the drop can then be expressed
in terms of the A coeYcients above, some complex exponential factors in time and space, and
an obliquity factor, details of which may be found in [136]. By suitable formal integrations,
using results of the type [105]

∫ �

0

cos(n�− x sin �) d�=�Jn(x); n=0; 1; 2; : : : (6.26)

and after considerable reduction, the amplitude coeYcients S
( j)
p (�; 
) can be written in terms of

the rather formidable expression

S( j)p (�; 
)=

16
∑

n=1

�A( j)
p;n(�

−1 tan 1)e−iklp sin 1[RpJ1(kRp sin 1)e
ikzp cos 1]

Rp; in+1
Rp; in

−
16
∑

n=1

�A( j)
p;n(k�

−1)e−klp sin 1

(

∫ in+1

in

Rp







[

1 +

(

dzp

dRp

)2
]1=2

+ sec �







×eikzp cos 1J0(kRp sin 1)
dRp

di
di

)

; (6.27)

where the path di9erence calculated is between light from the point (lp; 0; 0) and the point
P(Rp; ,; zp). The addition of the contributions from the internally and externally reTected light
is carefully considered in terms of the phase di9erence  between the two; then the total
amplitude coeYcients S(j)(�; 
) are

S(j)(�; 
)=Re(S
( j)
2 ) + Re(S

( j)
0 ) cos  − Im(S( j)0 ) sin  

+i[Im(S
( j)
2 ) + Re(S

( j)
0 ) sin  + Im(S

( j)
0 ) cos  ] : (6.28)

Concerning the validity of this approach, Mobbs makes an interesting point: its validity is
based on the assumption that the wavefronts can be determined by constructing rays (orthogonal
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Fig. 23. The light intensity distribution as a function of � for polarizations 1 and 2 (excluding externally reTected
light) for 
=1500, in which the results of the complex angular momentum theory and Mobbs’ theory are compared.
Agreement for polarization 1 is excellent and the di9erences for polarization 2 are small. (Redrawn from [136].)

to the wavefronts), and on this basis Tricker [8] has attempted to determine the validity of
the Airy approximation. In fact his argument uses the Fresnel zone concept also, but Mobbs
points out that the fundamental assumption in the Airy theory is (instead) that the amplitude
is uniform across the wavefront. However, his result is applicable here: the radius of the drop
should be large compared with 4�, or 
�8�. In practice, Mobbs also found an upper limit
to 
 determined by the diYculty of evaluating the sixteen integrals for large values of 
. For
the range of scattering angles examined, namely 136

◦

6 �6 142
◦

, the agreement between this
theory and the complex angular momentum approach is very good for 
=500 and 1500 (the
latter excluding externally reTecting light, which superimposed small rapid oscillations on the
main features of the internally reTected light; see Fig. 23). Even for 
=50 the agreement
is fairly good for both polarizations. This approach represents an interesting alternative to the
complex angular momentum theory, and a feasible one when surface waves and higher-order
reTection terms are not important; however the power, generality and beauty of the latter theory
(not to mentions its broad range of accuracy) cannot be refuted, even if it is considered, in
some applications, to be the proverbial “sledge-hammer cracking a nut”.
Lynch and Schwartz [137] (see also [138]) used Mie theory to study the optics of rainbows

and fogbows (i.e. rainbows formed in clouds and fogs, as opposed to rain showers) for monodis-
perse drop radii in the range 3–300 �m (for light of wavelength � ∼ 0:5 �m this corresponds
to 38¡
¡ 3800). This upper limit was chosen because of the tendency of larger drops to
oscillate or become aerodynamically distorted. Furthermore, drop sizes below 3 �m exhibit no
discernible rainbow. The range of scattering angles in the calculations was 110

◦

¡�¡ 160
◦

. In
their calculations they included a realistic solar illumination spectrum (as modiAed by the earth’s
atmosphere) and the Anite angular size of the sun. Fogbows tend to be paler than rainbows
(being formed from smaller drops, a ∼ 50 �m), and are also wider; the maximum intensity
occurs a few degrees higher than the 138

◦

scattering angle for the primary rainbow. Amongst
other goals, the authors were interested in obtaining a quantitative understanding of the transi-
tion between rainbows and fogbows. They calculated the scattering intensity function I(�) from
an appropriate integral involving the ratio of the scattered-to-incident radiation for unpolarized
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light; this latter quantity is the scattering matrix element S11(a; �; �) in their notation. (To use
their results to model a rainbow formed in a rain shower would require I(�) to be weighted
with the drop distribution n(a) and an additional cross-section factor.) In particular, for the
ranges considered the authors found that:
(i) the rainbow attains a minimum angular width for a=100 �m. Indeed, as a decreases

the widths of both primary and secondary bows increase, their contrasts (as deAned in [137])
decrease and their scattering angles of maximum brightness move away from Alexander’s dark
band.
(ii) the supernumerary bows for the primary rainbow attain maximum visibility for a=50 �m;

they grow wider and further apart as a decreases. For values of a above about 56 �m their
separation is less than the sun’s angular diameter of 0:5

◦

and their amplitudes are greatly
reduced as a result of the concomitant smoothing e9ect; below about 36 �m the wider bows
lose contrast. There are other factors inTuencing this of course, such as drop size, shape and
distribution [139,140].
(iii) Alexander’s dark band maintains a constant angular width of about 9:5

◦

, apparently
because the primary and secondary bows, while widening grow away from the dark band with
decreasing drop size; its angular width, however, is a function of drop size;
(iv) the maximum linear polarization of both types of bow is also a function of drop size,

reaching a maximum of 90% for the primary bow and 50% for the secondary bow when
20 �m¡a¡ 100 �m, and
(v) the secondary fogbow is observable only when a¿ 10 �m. The authors further suggest

that a fogbow be deAned as any rainbow formed in drops for which a¡ 35 �m.
In 1983, Fraser published a paper with the intriguing title “Why can the supernumerary

bows be seen in a rainshower?” [141]. In order to see why there should be such a question
in the Arst place a little background will be useful. The supernumerary bows are essentially an
interference phenomenon, as Young pointed out in the Bakerian Lecture of 1802 [142]. The
Airy approximation predicts, as we have seen, that the spacing between adjacent bows, and the
width of the primary bow should increase with decreasing drop radius. Since in reality however,
normal rainshowers have a spectrum of drop radii (spanning more than an order of magnitude
[143]) it would seem that no consistent pattern of supernumeraries should be seen, contrary to
what is frequently observed. These bows form near the top of the bow, and so any explanation
of their existence should incorporate the fact that the light in this portion passes through the
vertical cross section of often-distorted drops.
While the standard ray approach (supplemented by the wave concept of interference) is

a perfectly reasonable way to explain the existence of supernumerary bows for two sets of
rays emerging in the same direction from monodisperse drops, Fraser points out that “a more
compelling visualization is obtained if the rays are replaced by waves”, and this is certainly the
case (see Fig. 4). The ray picture cannot of course account for di9erent drop sizes, whereas
the wave picture does, and indicates that large drops yield tightly spaced supernumeraries with
narrow maxima, while small drops yield broader maxima with wider spacing. Fraser uses the
Airy approximation in his calculations, pointing out that it does adequately identify the positions
of the maxima for drop radii in excess of 0:05 mm (50 �m), which is certainly outside the
fogbow range according to [137]. The angle of minimum deviation is a9ected by drop distortion:
MRobius showed that the deviation angle of the D7escartes ray would in fact be increased [144].
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Fraser used ellipsoidal drops in his calculations, noting that for the smaller drop sizes of interest
to him, this is an excellent approximation. It appears that the minimum angle of deviation is
also weakly dependent on solar elevation (presumably because of the di9erent-sized drops that
contribute to the light distribution at the top of the rainbow), but only one such elevation (0

◦

)
was used since this e9ect is negligible here. Since smaller drops yield larger angles for the
D7escartes ray, it is apparent that there is an intermediate drop size that will yield a minimum
deviation angle D, i.e. in formal terms

D(a)=min
a
{min

i
D(i)}

and it these drops which cause the supernumeraries that are observed. This drop size turns
out to be in the range 0.1–0:2 mm for the primary bow and in the range 0.2–0:3 mm for the
Arst two supernumeraries. No other drops make a signiAcant contribution. On the basis of his
results Fraser predicts that if supernumerary bows are seen in a rain shower, their separation
will be ∼ 0:75◦, independent of the particular size distribution of the raindrops, and found from
photographs typical separations of ∼ 0:70◦:
In addition, Fraser [145] has pointed out that the explanation by Voltz [150] for the absence

of supernumerary bows near the base of the primary rainbow (when the sun is low in the
sky) also applies to the intensiAcation of the red light contribution in the same location. (He
also states that the rainbow is a Ane example of a phenomenon in which theory tends to color
observations.) Near the top of a rainbow the red color is much less intense that towards the
base, i.e. the more nearly vertical portions of the bow. It is only in these regions that the
incident light, which is deviated in a more nearly horizontal plane, encounters a circular cross
section in a Tattened drop. Large drops will still contribute to the rainbow, whereas such drops
in the vertical plane displace the rainbow angle inward toward the antisolar point because of
their distorted cross section in that plane (this was in fact Arst demonstrated by MRobius [144]:
elliptical drops lower the top of the bow. Voltz estimates that drops smaller in radius than 0.25–
0:5 mm are suYciently spherical to contribute to all portions of the rainbow; larger than this they
will contribute only to the vertical portions, which in turn explains why the rainbow is brightest
there—the larger drops substantially increase the intensity—and why the supernumeraries are
absent—the intensity maxima overlap. The complete spectrum of “colors of the rainbow” may
only occur near the foot of the bow (along with the pot of gold, etc.).

6.4. Non-spherical (non-pendant) drops

Subsequently, and perhaps inspired by the work of Fraser, KRonnen discussed the same type of
phenomena in more mathematical detail, but speciAcally for the secondary rainbow [147]. They
(i.e. supernumeraries for the secondary bow) are seen only on extremely rare occasions [148].
KRonnen points out that the D7escartes ray for the secondary rainbow shows very little dependence
on the drop oblateness (for visible light) due to the fact that oblateness-induced changes in the
two refractions and two interior reTections essentially cancel out, and so in view of Fraser’s
explanation for supernumeraries associated with the primary bow, they are unlikely to be seen
for the secondary bow (for most solar elevations there is now no stationary point for D(a)).
However, for solar elevations exceeding about 35

◦

the Tattening of the drops can result in a
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minimum for D(a), and this may be suYcient to cause the Arst supernumerary—particularly
for red light—to become visible (see [147] for a detailed explanation). KRonnen approximates a
falling drop by an oblate spheroid, with its two semi-major axes of length a horizontal and its
semi-minor axis of length b vertical. The equivalent (i.e. same volume) spherical drop radius
is r=(a2b)1=3 and for r¡ 1:2 mm this is a reasonable approximation (and an excellent one if
r¡ 0:5 mm). Following MRobius [144] the drop ellipticity is deAned as

G=
a− b
a+ b

: (6.29)

For drops falling at terminal velocity (assumed here) Green [149] derived an approximate
relationship between the ratio b=a and r. It is given by

ba−1=[(4=17)(17B=4 + 1)1=2 + 13=17]−3=2 ; (6.30)

where B=G′r2g′=/ is called the Bond number; G′; g′ and / are respectively the drop density,
e9ective gravity (g′=(G − Gair)G−1g) and surface tension coeYcient. By substituting this into
the expression above for G and expanding in a Maclaurin series about r2=0, KRonnen obtains
the further approximation G � 0:05r2 if r is expressed in millimeters. He states that this simple
result is useful for r¡ 1:5 mm. According to [144] the deviation between the rainbow angles
for spheroidal and spherical drops is

]�R ≡ �R(spheroid)− �R(sphere) ;

i.e.

]�R=
180

◦

�
16G sin 
 cos3 
 cos(2h− 42◦) ; (6.31)

where here 
 is the angle of refraction of the D7escartes ray for spheres, h is the (angular) solar
elevation and 42

◦

(=180
◦ − �R(sphere)) is the angular distance from the bow to the antisolar

point. (KRonnen also notes a sign error, and signiAcant consequences therefrom, present in [152]).
For angles of observation other than for the top of the bow, (i.e. a non-vertical scattering plane)
the corrections to G and h are also provided in [147]. In the visible range the angle 
 (� 40◦)
varies by only about 1

◦

, so equation (6.31) is almost independent of wavelength. Furthermore,
it is consistent with Fraser’s conclusions that ]�R is a strong function of drop radius r but
only a weak function of h (h¡ 42

◦

). Thus to a good approximation,

]�R=13
◦

r2 cos(2h− 42◦) ≡ Cr2; (6.32)

where 10
◦

6C6 13
◦

: The result corresponding to (6.31) for the secondary rainbow is

]�R=− 180
◦

�
64G sin 
 cos3 
 cos 2
 cos(2h− 51◦) ; (6.33)

where the negative sign results from changing the scattering angle interval to [180
◦

; 360
◦

], which
enables the results for the primary and secondary bows to be presented in a more convenient
and consistent manner. Note that in this case ]�R is zero when 
=45

◦

; it is a straightforward
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matter to show from geometrical optics that

cos 2
=
5N 2 − 9
4N 2

and so this occurs when N =
√

9=5 � 1:342, which for water corresponds to violet light. This
of course means that now there is a strong dependence of ]�R on wavelength for light this
wavelength, which is readily formulated using di9erentials. It turns out to be necessary to include
terms up to G2 for the secondary rainbow, the result corresponding to (6.32) above being

]�R=C1r
2 + C2r

4; (6.34)

where the coeYcients C1 and C2 are deAned in [147]. The author further demonstrates that the
stationary behavior for the secondary rainbow near its Arst supernumerary occurs if r � 0:7 mm;
this in turn leads to a yet simpler form for (6.34), namely ]�R=C

′r2, where C ′=C1+0:5C2:
C ′ is a strong function of wavelength (via C1) and solar elevation (via C2).
For falling drops not exceeding about 1:8 mm in radius (G ≈ 0:1), the Airy theory can still be

applied if the rainbow angle for spheres is replaced by that for spheroids using the expression for
]�R: For larger eccentricities this is not the case, because the Airy intensity distribution (which
may be thought of as corresponding to a fold di;raction catastrophe) may be transformed
into a hyperbolic umbilic di;raction catastrophe in any given drop of large enough G. This
is because two additional rays with skew paths through the drop can also contribute to the
rainbow interference pattern [151]. (Di9raction catastrophes will be discussed in more detail in
Section 7). This has been observed to occur for the primary rainbow when the scattering plane
is approximately horizontal [147]. For reasons discussed in that paper, it is conjectured that no
such transformation occurs for the secondary rainbow (though it may occur for other refractive
indices). Furthermore this e9ect can be neglected if there is a broad distribution of drop sizes,
because for the Marshall-Palmer distribution [152] (for example) less than 1% of the drops
exceed 1:5 mm in radius, so the e9ect is swamped by that from the smaller drops.
Returning to the regime for which the analytic form from the Airy theory is still appropriate,

the following expression arises for the intensity distribution near the secondary rainbow angle
�R (� 231◦)

I(r; �)˙ r7=3Ai2[f(r; �; �)] ; (6.35)

where f(r; �; �) (not to be confused with the scattering amplitude) is deAned as:

f(r; �; �)=− 3:1
(

500r

�

)2=3

[�− �R(sphere)− Cr2] : (6.36)

The same functional form applies to the primary rainbow also with some di9erences in the
argument of the Airy function. The above argument is stationary at r= rs where

4Cr2s = �− �R(sphere) :

If C¿ 0, the stationary behavior of f is in the oscillatory region of the Airy function, which
means that the integral of Eq. (6.35) over a broad drop-size distribution also has an oscillatory
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component, and the spacing between consecutive maxima in the intensity distribution can be
inferred from this. The angular spacing �1;2(�; h) between the Arst and second supernumerary
bows is given in [147] by the expression

�1;2(�; h)=0:71
◦

C1=4(�; h)

(

�

640

)1=2

: (6.37)

For the primary bow with C=13
◦

; �1;2=0:88
◦

at �=640 nm, consistent with the results of
Fraser [141]; for the secondary bow with C=1

◦

at the same wavelength, �1;2=0:71
◦

:
In order to simulate the intensity distribution of a typical secondary bow produced by a rain

cloud, KRonnen assumed the drop-size distribution to be of the Marshall-Palmer type [152]

dn

dr
˙ exp(−6r) ;

where n is the number of particles of radius r (in mm). This relation was then multiplied by
(6.35) and integrated over both r and the solar disk. Amongst KRonnen’s conclusions were the
following: (i) the intensity of the main peak of the secondary bow is a factor of 4 greater at the
top than at the base; (ii) at low solar elevations, no supernumeraries (for the secondary bow)
should ever be observed; and (iii) at higher solar elevations the Arst supernumerary should be
observable, especially at the red end of the visible spectrum if a Alter is used. The primary
reason for the diYculty of observing the supernumerary bows is that the secondary rainbow
angle is much less sensitive to the Tattening of rain drops than is the corresponding angle for
the primary bow. At low solar elevations, an increase in drop oblateness shifts the secondary
rainbow pattern toward smaller deviation angles, which is in the wrong direction for producing
supernumeraries. At higher solar elevations this is not necessarily the case, but even then the
background light may swamp an otherwise visible supernumerary bow.
Lock [153] discusses the observability of supernumerary bows and atmospheric glories, point-

ing out that one of the chief factors inTuencing this is the spatial coherence width of sunlight
as received at the earth. Sunlight in fact possesses little spatial (or temporal) coherence, and
this places limits on both the number of supernumerary bows that can be produced adjacent
to the primary (for a given size of drop) and on the size of drops that can produce a glory.
It is shown by Wood [154] that the diameter of the area over which the phase is constant is
d ≈ R�=2r for an object of apparent diameter 2r=R (r being the actual radius if circular) ob-
served at a distance R. For sunlight with � ≈ 0:5 �m, d ≈ 50 �m, so if the distance between the
incident light rays exceeds d then the lack of coherence results in no interference phenomena,
i.e. supernumeraries or glories. The idea behind Lock’s investigation is to test the consistency
of this approach with the observations by calculating the optical path di9erence between rays
exiting the drop parallel to each other. According to these calculations, only the Arst two or
three supernumerary bows have incident rays that are separated by less than the value of d
given above (in fact Lock uses d ≈ 40 �m, so only the Arst supernumerary bow meets his
criterion). Interestingly, the intensity distribution calculated for scattering by a sphere of radius
250 �m with partial coherence qualitatively resembles the pattern for di9raction by an edge, as
opposed to the standard Airy pattern for coherent radiation (cf. Figs. 1 and 2 in [153]).
As far as the glory is concerned, Lock demonstrates that the peak observability of the glory

occurs for droplets with radii in the range 10–20 �m. Some pertinent comments are made
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about the nature of the surface wave e9ect in this phenomenon that are usefully stated here.
It is known that the wave-interference factor for glory backscattering (exiting the drop as a
toroidal wave front) is [7,50]

F =(c1 + c2)
2J 20

(


r

z

)

+ (c1 − c2)2J 22
(


r

z

)

; (6.38)

at a distance z behind the scatterer, r being the radial coordinate. The quantities c1 and c2 are
the products of the transmission and internal reTection coeYcients for the incident transverse
magnetic and electric Aelds, respectively. (There is also a geometric scaling factor 2�a]r ˙ a4=3

associated with the edge region ]r of the drop.) As noted earlier, for water drops there must
be a surface wave traversing a 14

◦

arc to account for the glory, so the coeYcients c1 and c2
must also include terms to account for the creation and propagation of surface waves, and so
they will not be constants in fact, for they will depend on the droplet size. It is shown in [47]
that damping of surface waves increases with drop size, with

c1 ≈ c2 ˙ exp(−0:4
1=3) :

For a perfectly coherent light source the contribution to the intensity of the glory from the sur-
face wave is proportional to [47] 
8=3 exp(−0:8
1=3) which has a relative maximum at 
=1000
or a ≈ 88 �m. This may be understood as follows: If a increases (below this maximum value),
the geometric scaling factor likewise increase and this allows more rays to contribute to the glory
scattering. Above this maximum value of a the damping of the surface waves reduces the con-
tribution [153]. Based on estimates of Van de Hulst [7], Lock uses in his calculations the forms
c1=−0:2 exp(−0:4
1=3) and c2=1:0 exp(−0:4
1=3): Again, signiAcant quantitative di9erences are
found for the case of partial coherence versus coherence in the spatial domain, and it appears
that in the presence of a wide distribution of drop sizes the glory is primarily produced by a
small range (10–20 �m).
Since many rainbows are formed in association with thunderstorms, it is natural to enquire as

to the e9ects on them of strong (vertical) electric Aelds. A study by Gedzelman [155] does just
that, noting that any force that can alter the shape of a raindrop will also a9ect the rainbow.
Indeed, rainbows have been observed to quiver during thunderstorms [148]. A vertical electric
Aeld is known to polarize the drops and stretch them vertically [156,157] which of course is
the opposite e9ect to that of aerodynamic forces on falling drops. The extremely large vertical
Aelds in the vicinity of thunderstorms (E & 105 V m−1) may produce signiAcant and hence
measurable changes on drop shape. Any net charge present on the drops also a9ects their
shape by reducing the e9ective surface tension, thus enhancing any propensity to depart from
sphericity, though this is realistic only for the largest drops, and since these do not contribute
to the supernumeraries at the top of the bow, electrical charge should not a9ect the visible
appearance of the rainbow signiAcantly.
If electric charge is neglected, the formula used in [155] for the eccentricity of a raindrop in

the presence of a vertical electric Aeld of intensity E is (on correcting a minor typographical
error)

e=
a− b
a+ b

=
3r(2Ggr − 3jE2)

16/
; (6.39)
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where r is the drop radius, G is the e9ective density for water in air, H is the permittivity and /
is the surface tension of water under these conditions. The quantities a and b are, respectively,
horizontal and vertical semi-axes. This formula is valid only for small eccentricities and hence
small drops (see [156] for a more general formula for e) because it neglects the progressive
Tattening of the base for larger drops; nevertheless it is a reasonable approximation for drops
of radius . 1 mm. Note that drops with radii smaller than 3HE2=2Gg will be prolate spheroids
(e¡ 0); for E=4 × 105 V m−1 this implies r=0:2 mm. Fields of this magnitude are only to
be found in thunderstorms in general; the typical fair-weather value is about three orders of
magnitude smaller and will be unlikely to alter the visible rainbow.
Gedzelman performed a similar set of calculations to KRonnen [147] for non-spherical drops,

including solar elevation and drop size distribution, and integrating over the angular width of
the solar disk. He concluded that the electric Aeld elevates the top of the bow by decreas-
ing the scattering angles of the Arst three Airy maxima (because of reduced drop oblateness);
it also Tattens the minima in these scattering angles, thus producing a brighter bow because
it increases the e9ective range of drop sizes contributing to the bow. However, it also de-
creases the intensity contrasts of and spacing between the supernumeraries near the top of the
rainbow.
Shipley and Weinman [158] carried out a detailed numerical study of scattering by large di-

electric spheres, noting that their average light scattering properties can be adequately described
by di9raction theory in the forward direction and geometrical optics at most other angles. They
compared their results for N =1:333 and size parameters 2006
6 4520 using Mie theory with
the extinction eYciency approximation of Van de Hulst [7], the standard forward di9raction for-
mula and with geometrical optics. Excellent agreement was found for the Arst two comparisons,
and as expected for the case of geometrical optics, agreement was found with the exact averaged
Mie calculations (for 
 ∼ 4520), but neither the forward di9raction peak nor the backward glory
can be predicted (they did not discuss the rainbow problem in their paper). They investigated
also the magnitude and angular structure of the glory, verifying both the results of Bryant and
Cox [54] and the predictions of Nussenzveig concerning the backscatter oscillations and phase
function oscillations (three predicted oscillations were veriAed, and a fourth was discovered for
2006
6 2000).
Liou and Hansen [159] carried out a similar set of comparison calculations, but this time for

both non-absorbing and absorbing spheres for several refractive indices in the range 1:16ReN6
2:0. They were particularly interested in the intensity and polarization for single (as opposed to
multiple) scattering by polydisperse spheres for use in cloud microstructure studies. For Re
N =1:33 and 1:50 they determined that the ray theory and Mie theory are in close agreement
if the size parameter 
& 400.

6.5. Rainbows and glories in atomic,nuclear and particle physics

“Do we have enough imagination to see in the spectral curves the same beauty we see
when we look directly at the rainbow?” [207]

While the majority of this review is devoted to the mathematical physics of the optical
rainbow and glory (albeit with signiAcant quantum mechanical connections, such as tunneling),
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a synopsis of rainbows and glories ‘writ small’ is entirely appropriate. A useful summary can
be found in Chapter 16 of [10], where the following three arenas are noted:
(i) In atomic and molecular scattering, observed e9ects include di9ractive and rainbow

scattering, glories, orbiting and shape resonances;
(ii) In nuclear heavy-ion scattering, semiclassical e9ects such as nuclear rainbows, backward

and forward nuclear glories, and surface waves in di9ractive scattering.
(iii) In particle physics, one type of phenomenological model based on the tunneling of

surface waves is very consistent with observations of high-energy proton–proton scattering.
A summary of the literature in these three contexts up to about 1991 can be found in [10];

more recent “key” references (where many further relevant citations are to be found) will be
identiAed below. A common potential used to describe the interaction between two neutral atoms
is the Lennard–Jones (12; 6) potential

V (r)=V0

[

(rmin
r

)12

− 2
(rmin
r

)6
]

;

where V0 is the depth of the well and rmin is the position of the potential minimum; this describes
a repulsive central core within a long-range attractive potential. In addition to derivations of
CAM representations of the scattering amplitude [160–163], Regge poles and trajectories have
been computed for several interatomic potentials [164,165] (see also related earlier work, pre-
viously discussed [19,68,166–168]). The Arst atomic rainbow was observed in 1962 by Beck
[169]. In [170] di9erential scattering cross sections were studied; the main peaks correspond to
the (primary) rainbow and several supernumeraries. By contrast to the optical rainbow, where
the (geometrical-optic) rainbow angle depends only on the refractive index N; there is signiAcant
‘energy dispersion’ in the atomic case because of the energy (k2) dependence of

Natomic=

√

1− V (r)

k2
:

The results are like spectral curves for di9erent colors; hence the reason for the comment
at the beginning of this subsection. Note also that the size parameters are also functions of
energy. Thus scattering can be used as a probe of the depth V0 of the attractive well in the
interatomic potential. Considered as di9raction features, the supernumeraries (which depend on
the size parameter) provide information on the range of the potential. But things get even
better: there are also ‘rapid quantum oscillations’ arising from interference between attractive
and repulsive trajectories. These probe di9erent parts of the potential so that, cumulatively,
they can provide information on the shape of the potential [171–173]. Furthermore, rainbow
e9ects have been detected in rotational and vibrational excitations in various contexts [174,175].
Forward glory paths and interference oscillations also exist, as do glory undulations (observed
in the total cross section for several noble gas systems [176]). Their spacing is a measure of the
strength-range product V0rmin [177]. There is also a physical interpretation for the total number
of glory oscillations [178,179]: since the phase di9erence between successive maxima is �; and
this approaches the s-wave phase shift as E→ 0; the total number of oscillations is the same
(semiclassically) as the number of multiples of � contained in the zero-energy phase shift. It
follows from Levinson’s theorem [180,92], that this is equal to the number of bound states
of the potential (see [181] for improved estimates of glory undulations based on a uniform
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approximation). The addition of a centrifugal barrier can induce shape resonances, as noted
for the optical rainbow [182]; orbiting resonances also play a role in atomic scattering [183–
185]. A major aspect of atomic and molecular scattering experiments is of course to use the
observational data and relevant mathematical techniques to solve the ‘inverse problem’, i.e. to
reconstruct the original potential [71,172,173].
Similar types of remarks apply to nuclear heavy-ion collisions; semi-classical techniques are

developed in this context by Brink [186]. However, in contrast to atomic collisions, the Coulomb
interaction must be incorporated into the theory (and the background integral is no longer small
[187]); allowance must also be made for strong absorption for distances less than a critical
radius Rs (called the strong absorption radius) Nuclear interactions are commonly described via
the complex Woods–Saxon optical potential

V (r)=
V0

1 + exp[(r − Rr)=ar
− iW0

1 + exp[(r − Ri)=ai
:

The presence of the imaginary part describes absorption from the elastic channel; ReV (r)
describes a smooth potential well of depth O(V0) and depth O(Rr); ar is a parameter describing
‘surface di9useness’. Similar interpretations apply to ImV (r): When Ri¡Rr the potential is said
to be surface transparent. The e9ective potential for a given angular momentum is composed
of the long-range repulsive Coulomb potential (dominant at large distances), the centrifugal
barrier and the complex nuclear optical potential V (r): (An optical model potential describes
the e9ective interaction between two particles whose centers of mass are a distance r apart,
and for which the solutions of the one-body SchrRodinger equation can be used in an asymptotic
sense.) Another signiAcant parameter in nuclear scattering is the Sommerfeld parameter

n=
kZ1Z2e

2

2E

for a collision with center-of-mass energy E between two nuclei with charge numbers Z1 and Z2:
When n is small enough, the Coulomb interaction is not dominant, and there are similarities to
scattering from an impenetrable sphere (and its concomitant di9ractive features [186,187]). For
larger values of n (as the impact parameter decreases, and neglecting absorption), the changing
relationship between the Coulomb repulsion and the nuclear attraction leads to a maximum
in the deTection function: a Coulomb rainbow. As the impact parameter further decreases,
the ‘battle’ is now between the nuclear attraction and the centrifugal barrier; this time the
minimum of the deTection function corresponds to a nuclear rainbow [10]. Not surprisingly,
the e9ect of absorption is to damp out contributions from paths positioned below Rs; uniform
rainbow approximations incorporating absorption have been developed [188,189]. A so-called
‘nearside–farside’ decomposition was introduced by Fuller [189] and extensively reviewed more
recently by Hussein and McVoy [190]; the Coulomb rainbow is a nearside feature because such
trajectories are repulsive, and nuclear rainbows are farside features because the latter paths
are attractive. In particular, a nuclear rainbow occurs in the scattering of 5-particles by 90Zr
[190,191].
Fuller and Mo9a [192] extended CAM theory to include the Coulomb interaction. For a

surface-transparent potential with weak absorption, the scattering amplitude may be decomposed



334 J.A. Adam /Physics Reports 356 (2002) 229–365

into contributions from barrier waves (a direct reTection term corresponding to reTection at
the Coulomb barrier) and internal waves (corresponding to the e9ects of the nuclear potential);
see [193,194]. In 1982, Hussein et al. [195] suggested that forward glories (observed of course
in optics and atomic scattering) might also occur in heavy-ion nuclear scattering. In optical
scattering, there is interference with forward di9raction, but in the nuclear case interference
with Coulomb scattering can also arise; this complicates the situation considerably because
the latter has a singular amplitude [196] as the forward direction is approached. Under these
circumstances, a modiAcation of the total cross section was proposed: it is the sum-of-di;erences
cross section

/sod(�0) ≡ 2�
∫ �

�0

(

d/C
d0

− d/el
d0

)

sin � d� ;

representing the cumulative e9ects of the di9erence between the Coulomb and elastic di9erential
cross sections, extending down to a small angle �0: If this angle is small enough, it has been
shown that [197,198]

/sod(�0) ≈ /R −
4�

k
|fN (0)|sin

[

argfN (0)− 2/0 + 2n ln sin
�0
2

]

;

/R being the total reaction cross section, fN (0) the forward nuclear scattering amplitude, /0
the s-wave Coulomb phase shift and n the Sommerfeld parameter. There are correction terms
to this formula which can be ignored if �0 is very small [199–201]. The above result is the
charged-particle analog of the optical theorem

/=
4�

k
Imf(k; 0)

where /sod(�0) expresses the removal of the Tux from Coulomb paths by absorption and elastic
scattering within a narrow forward cone [196]. Note the singular behavior of /sod(�0) as �0 → 0
as evidenced by the ln sin �0=2 term: the oscillations are of constant amplitude but increasingly
fast frequency. If observed, these could be a characteristic signature of a forward nuclear glory,
but in an interesting series of papers [199–201] (particularly the last paper, from a mathematical
standpoint) Ueda et al. argue that forward nuclear glory scattering is not taking place in almost
any heavy-ion collisions at low energies, despite the above ‘signature’. They proposed an alter-
native mechanism, summarized in the almost-poetic title Glory “in the shadow of the rainbow”
[201]. This refers to the shadow e9ect of a nuclear rainbow, which leads to a very similar
angular distribution to that of the forward glory (being described by the zeroth-order Bessel
function, the (Axed) frequency of which is given by the nuclear rainbow angular momentum
instead of the glory angular momentum).
As far as particle physics is concerned (i.e. high-energy nucleon–nucleon scattering), the

concept of tunneling associated with surface waves has been exploited to describe hadronic
di;raction [202,203]. In elastic collisions, hadrons (elementary particles that interact via the
strong force) can be treated as extended objects in that there is a domain of interaction with a
characteristic shape and size (in the center-of-mass system). Typically this is a prolate spheroid,
with a constant transverse radius RT (of order 1 fm) and a longitudinal radius RL that is directly
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proportional to the momentum k, i.e. RL ˙ kR2T . Under appropriate circumstances the interaction
can then be treated as the scattering of a plane wave by a k-dependent impenetrable prolate
spheroid, with the scattering amplitude expressible in terms of a (by now, familiar) background
integral plus residue series from Regge-like poles [204,203] (representing surface waves over
the spheroid with associated tunneling features). In [203] this model is extended to include an
extra parameter to represent blurring of the sharp boundary of the interaction region.
We conclude this subsection by noting two papers providing (amongst other features) very

useful background information for heavy-ion scattering in particular. Brandan et al. [205] provide
a valuable description of semi-classical analysis in the context of optical potential models, and
more recently Brandan and Satchler provided a clear review of the physics of ‘light heavy-ion’
scattering [206].

7.The rainbow as a di'raction catastrophe

An alternative way of describing the rainbow phenomenon is by way of catastrophe theory, the
rainbow being one of the simplest in catastrophe optics. A review of this subject has been made
by Berry and Upstill [208] wherein may be found an introduction to the formalism and methods
of catastrophe theory as developed particularly by Thom [209], but also by Arnold [210]. The
books by Gilmore [211] (Chapter 13 of which concerns caustics and di9raction catastrophes)
and Poston and Stewart [212] are noteworthy in that they also provide many applications. The
terminology “di9raction catastrophe” was introduced by Trinkaus and Drepper [213] who were
particularly interested in two-dimensional di9raction and the corresponding inverse problem:
what information can be obtained from the observed di9raction catastrophe pattern? Connor
[214] has utilized the ideas of catastrophe theory to semiclassical collision theory (atomic and
molecular). SpeciAcally, has applied catastrophe theory to the study of molecular collisions; in
particular, the cusp catastrophe is applied to the theory of cubic or cusped rainbows [215–217],
of interest in atom–molecule collisions [215,216] and the scattering of atoms from surfaces
[217–219].
Optics is concerned, to a great degree with families of rays Alling regions of space; the singu-

larities of such ray families are caustics (see Figs. 3, 5 and 24(a),(c)). For optical purposes this
level of description is important for classifying caustics using the concept of structural stabil-
ity: this enables one to classify those caustics whose topology survives perturbation. Structural
stability means that if a singularity S1 is produced by a generating function ,1 (see below
for an explanation of these terms), and ,1 is perturbed to ,2; the correspondingly changed S2
is related to S1 by a di;eomorphism of the control set C (that is by a smooth reversible set
of control parameters; a smooth deformation). In the present context this means, in physical
terms, that distortions of the raindrop shape of incoming wavefronts from their ‘ideal’ spherical
or planar froms does not prevent the formation of rainbows [10], though there may be some
changes in the features. Another way of expressing this concept is to describe the ‘system’ as
well-posed in the limited sense that small changes in the “input” generate correspondingly small
changes in the “output”. For the elementary catastrophes [209], structural stability is a generic
(or typical) property of caustics. Each structurally stable caustic has a characteristic di9raction
pattern, the wave function of which has an integral representation in terms of the standard
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polynomial describing the corresponding catastrophe. From a mathematical point of view these
di9raction catastrophes are especially interesting because they constitute a new hierarchy of
functions, distinct from the special functions of analysis [208].

Before summarizing the mathematical details necessary for the purposes of this review, it is
appropriate to discuss in qualitative terms the basic rainbow di9raction catastrophe. As known
from geometrical optics, the scattering deviation angle D has a minimum corresponding to
the rainbow angle (or D7escartes ray) when considered as a function of the angle of inci-
dence i. Clearly the point (i; D(i)) corresponding to this minimum is a singular point (approxi-
mately (59

◦

; 138
◦

)) insofar as it separates a two-ray region (D¿Dmin) from a zero-ray region
(D¡Dmin) at this geometrical-optics level of description. This is a singularity or caustic point.
The rays form a directional caustic at this point, and this is a fold catastrophe (symbol: A2),
the simplest example of a catastrophe (see Fig. 24(a); however, it has been noted by McDonald
[37] that the caustic is more complicated inside the drop than had previously been realized: the
wavefront locus exhibits an odd cusp on a segment of the virtual caustic lying wholly within
the raindrop). It is the only stable singularity with codimension one (the dimensionality of the
control space (one) minus the dimensionality of the singularity itself, which is zero). In space
the caustic surface is asymptotic to a cone with semiangle 42

◦

(see Fig. 24(c)). Alternatively,
as in [208], one can regard i as a state (or behavior) variable and D as a control variable; i(D)
is of course multivalued (or not a function, depending on one’s preference); and it seems more
causally appropriate to consider D as the state variable.

Di9raction is discussed in [208] in terms of the scalar Helmholtz equation

∇2 (R) + A2N 2(R) (R)=0 (7.1)

for the complex scalar wavefunction  (R): The concern in catastrophe optics is to study the
asymptotic behavior of wave Aelds near caustics in the short-wave limit A → ∞ (semi-classical
theory). In a standard manner,  (R) is expressed as

 (R)= a(R)eiA4(R) ; (7.2)

where the modulus a and the phase A4 are both real quantities. To the lowest order of approx-
imation 4 satisAes the Hamilton–Jacobi equation and  can be determined asymptotically in
terms of a phase-action exponent (surfaces of constant action are the wavefronts of geometrical
optics). The integral representation for  is

 (R)= e−in�=4
( A

2�

)n=2
∫

: : :

∫

b(s;R) exp[iA,(s;R)] dns ; (7.3)

where n is the number of state (or behavior) variables s and b is a weight function. In general
there is a relationship between this representation and the simple ray approximation (see [208]
for further details). According to the principle of stationary phase, the main contributions to
the above integral for given R come from the stationary points, i.e. those points si for which
the gradient map 9,=9si vanishes; caustics are singularities of this map, where two or more
stationary points coalesce. Because A → ∞, the integrand is a rapidly oscillating function of s
so other than near the points si, destructive interference occurs and the corresponding contribu-
tions are negligible. The stationary points are well separated provided R is not near a caustic;
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Fig. 24. (a) A generic representation of the fold catastrophe showing the caustic separating the shadow region
from the lit or illuminated region. A detailed analysis (see [6]) reveals the underlying nature of the transition zone
between the two regions. (ModiAed from [212].) (b) The shadow and lit regions from a spherical raindrop according
to geometrical optics. The observer is at O; AB is the axis of symmetry for rays from the sun (S). (c) A schematic
representation of the caustic associated with rainbow scattering as observed at O. The caustic (greatly exaggerated
near the raindrops r and r′) is asymptotic to a cone of semi-vertex angle ≈ 42

◦

;in practice the cone extends to
within a few diameters of the drop. Each “color” corresponds to a di9erent (but concentric) cone from each drop,
so the observer sees every “color” from a di9erent drop (see Fig. 12:13 in [212]). Rays from near the drop at r′

in direction BO contribute to the increased illumination below the rainbow seen by the observer at O. The same
drop contributes to the rainbow seen by the observer at O′. The Agure has axial symmetry about the line PO. It is
the existence of the fold caustics that enhance the intensity of scattered light at the rainbow angles (one for each
color, though of course there is a continuum rather than a discrete set of angles;in this sense the rainbow has an
inAnite spectrum of “colors”). If such caustics were not present, there would be no rainbow, merely an averaging
out to white light again.
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the simplest form of stationary phase can then be applied, and yields a series of terms of the
form

 (R) ≈
∑

P

aP exp[igP(A;R)] ; (7.4)

where the details of the gP need not concern us here. Near a caustic, however, two or more
of the stationary points are close (in some appropriate sense) and their contributions cannot be
separated without a reformulation of the stationary phase principle to accommodate this (i.e.
via the CFU method [72]), or by using di9raction catastrophes. The problem is that the “ray”
contributions can no longer be considered separately; when the stationary points approach closer
than a distance O(A−1=2) the contributions are not separated by a region in which destructive
interference occurs. When such points coalesce, ,(s;R) is stationary to higher than Arst order,
and quadratic terms as well as linear terms in s − sP vanish. This implies the existence of a
set of displacements dsi, away from the extrema sP, for which the gradient map 9,=9si still
vanishes, i.e. for which

∑

i

92,

9si9sj
dsi=0 : (7.5)

The condition for this homogeneous system of equations to have a solution (i.e. for the set of
control parameters C to lie on a caustic) is that the Hessian

H (,) ≡ det

(

92,

9si9sj

)

=0 ; (7.6)

at points sP(C) where 9,=9si=0 (again, details can be found in [208]). The caustic deAned
by H =0 determines the bifurcation set for which at least two stationary points coalesce (in
the present circumstance this is just the rainbow angle). In view of this discussion there are
two other ways of expressing this:(i) rays coalesce on caustics, and (ii) caustics correspond to
singularities of gradient maps.
To remedy this problem the function , is replaced by a simpler “normal form” Q with the

same stationary-point structure; the resulting di9raction integral is evaluated exactly. This is
where the property of structural stability is so important, because if the caustic is structurally
stable it must be equivalent to one of the catastrophes (in the di9eomorphic sense described
above). The result is a generic di9raction integral which will occur in many di9erent contexts.
The basic di9raction catastrophe integrals (one for each catastrophe) may be reduced to the
form

M(C)=
1

(2�)n=2

∫

: : :

∫

exp[iQ(s;C)] dns ; (7.7)

where s represents the state variables and C the control parameters (for the case of the rainbow
there is only one of each, so n=1). These integrals stably represent the wave patterns near
caustics. The corank of the catastrophe is equal to n:it is the minimum number of state
variables necessary for Q to reproduce the stationary-point structure of ,; the codimension is
the dimensionality of the control space minus the dimensionality of the singularity itself. It is
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interesting to note that in “ray” catastrophe optics the state variables s are removed by di9eren-
tiation (the vanishing of the gradient map); in “wave” catastrophe optics they are removed by
integration (via the di9raction functions). For future reference we state the functions Q(s;C)
for both the fold (A2) and the cusp (A3) catastrophe; the list for the remaining Ave elementary
catastrophes can be found in Table 1 of [208]. For the fold

Q(s;C)= 1
3
s3 + Cs (7.8)

and for the cusp

Q(s;C)= 1
4
s4 + 1

2
C2s

2 + C1s : (7.9)

As emphasized in [208], the di9raction catastrophes M(C) provide transitional approximations,
valid close to the caustic and for short waves. They are increasingly inaccurate far from the
caustic, but the theory of uniform approximation (mentioned throughout this review but initially
in Section 4 regarding the work of Berry on semi-classical scattering [68]) can be obtained by
deforming the standard integrals (see references in [208] for further details). The technique is
more general than catastrophe optics, since it can be applied to structurally unstable caustics,
the glory being an example, the codimension of which is inAnite [208]. This last statement
needs some clariAcation. Because (i) the wavefront associated with the glory possesses circular
symmetry, and (ii) there is an inAnite number of topologically di9erent ways in which the
(continuous group) symmetry of a circle may be broken, it follows that in order to And all the
structurally stable caustics “near” the glory requires inAnitely many parameters [220]; indeed,
the singularity index R (see below) for the glory is 1

2
which means that it is a stronger singularity

than the elementary catastrophes with codimensions 1–3 (see the table in Section 3 of [220]).
The forward di9raction peak from localized scattering objects is an even stronger structurally
unstable caustic than the glory; for further details on short-wave Aelds and Thom’s theorem,
again refer to [220].
By substituting the cubic term (7.8) into (7.7) we see that

M(C)=
1

√
2�

∫

∞

−∞

exp[i(s3=3 + Cs)] ds=
√
2�Ai(C) ; (7.10)

which has been encountered several times before!For C ¡ 0 there are two rays (stationary
points of the integrand) whose interference causes oscillations in M(C); for C ¿ 0 there is one
(complex) ray that monotonically and exponentially decays to zero. This describes di9raction
near a fold caustic. Some 50 years after Airy introduced this function [21] to study di9raction
along the asymptote of a caustic (although he did not express it in these terms), and provided
a fundamental description of the supernumerary bows, Larmor [221] obtained power laws for
the variation of fringe spacing with wavelength of light and the curvature of the caustic. Note
that the corresponding integral for the cusp catastrophe is frequently referred to as the Pearcey
integral (based on [222]). The scaling properties found by Airy for the intensity near the caustic
and by Larmor for the fringe spacing can be deduced by considering, from (7.3) the “physical”
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fold di9raction catastrophe

M(C ′)=
( A

2�

)1=2
∫

∞

−∞

exp[iA(s′3=3 + C ′s′)] ds′ ; (7.11)

where, following [208], s′ is proportional to distance along the initial wavefront and C ′ is
proportional to distance from the fold caustic. Using the scaling As′3= s3 implies that

M(C ′)=
A1=6√
2�

∫

∞

−∞

exp[i(s3=3 + A2=3C ′s)] ds : (7.12)

When this is compared with a suggested scaling law between the physical wave function  (C ′)
(dependent on physical controls C ′, independent of A, e.g. position or time) and the di9raction
catastrophe M(C), where C represents the standard control parameters, i.e. in general,

 (C ′)=ARM(A−/i ; C ′

j) ; (7.13)

then it follows that R= 1
6
and /1=− 2

3
. The exponent R is a measure of the divergence of | |

as A → ∞ at the most singular control point C=0 (it is therefore called the singularity index
[210]). The /i (there being only one for the rainbow problem) measure the fringe spacings in
the di9erent control directions Cj as A → ∞ [223]. Thus near a fold catastrophe the intensity

| |2 is O(A1=3) [21] and the fringe spacing is O(A−2=3) [221]. Note that in contrast to [208] the
exponent of A in the argument of M here is negative; it is written in this way without loss of
generality.
It is noted in [208] that wavelength scaling laws outside catastrophe optics do not necessarily

follow the functional form (7.13), an example being the glory (Section 3). As noted in that
section, the glory, crudely put, is a result of the intense backscattering of light from spherical
water droplets. For refractive indices

√
26N6 2 (obviously excluding water) rays emerging in

the backward direction after one or more internal reTections would form a (structurally unstable)
focal line extending to inAnity with intensity | |2 ˙ A. For water a tangentially-incident ray
emerges after one internal reTection at an angle of 14

◦

to the backward direction with amplitude
O(A−1=6). These surface waves creep around the surface of the drop by di9raction, su9ering
wavelength-dependent attenuation as they do so. These rays deAne a focal line, giving rise to
a backscattered wave amplitude [6,208]

| |˙ A1=3 exp[− h(Aa)1=3] ; (7.14)

where a is the drop radius and h is a constant. Note that the glory disappears in the geometrical-
optics limit.
A very interesting set of papers published by Marston and coworkers [224–228] take these

ideas to the next level: generalized rainbows arising via the cusp di9raction catastrophe for
scattering from spheroidal drops (see also [229] for a more classical approach to rainbow
scattering). Using acoustically levitated drops whose shapes were closely approximated by oblate
spheroids with the short (symmetry) axis vertical. These drops were observed to scatter in the
horizontal rainbow region with patterns corresponding to the hyperbolic–umbilic di;raction
catastrophe (in Arnold’s classiAcation, D+4 ). An important parameter is the axis ratio q=D=H
where D is the diameter in the horizontal plane, and H is in the vertical plane. For q suYciently
close to unity, the fold di9raction catastrophe (A2) is observed, as expected. As q increases, a
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Fig. 25. (a) The partitioning of angular regions according to the hyperbolic–umbilic di9raction catastrophe, arising in
connection with rainbow scattering from spheroidal drops (see [224,230] for details). (b) The rays in the horizontal
plane (1,2) and the skew rays (3,4) contribute to the generalization of the rainbow for scattering from spheroidal
drops. (Redrawn from [224].)

cusp di9raction catastrophe (A3) enters the Aeld for large � scattering, and the arcs of the A2
pattern become noticeably bent (see the photographs in [224,225]). For q at or very close to a
critical value, found experimentally to be 1:305±0:016, the fold and cusp patterns merge to form
a focal section of the D+4 pattern, namely the hyperbolic–umbilic catastrophe. For q beyond this
value, the pattern returns to separate A2 and A3 patterns (e.g. for q � 1:37 and D=1:40 mm in
[225]). The A3 pattern is described by the Pearcey di9raction integral mentioned above.
Why does the D+4 pattern occur?It transpires that for the spheroid there are two once-reTected

and twice-refracted rays that are not con?ned to the horizontal plane P, but which merge with
the D7escartes ray when

q= qc=

[

3N 2

4(N 2 − 1)

]1=2

� 1:311 for N =1:332 (7.15)

(see below for discussion of this result), clearly consistent with the above experimental de-
termination. These skew rays are consistent with there being at most four stationary points
of the phase function within the D+4 di9raction integral. When q �= qc the scattering pattern is
divided into three regions corresponding to 0-, 2- and 4-ray regions (see Fig. 25); these reTect
the number of non-degenerate points of stationary phase of the integral. Three rays merge for
q= qc (the two skew rays and one equatorial ray) in the direction of the cusp point in the
focal direction (�; >)= (�c; 0), where the Arst and second coordinates refer to the horizontal and
vertical scattering angles, respectively, and �c is the cusp location at merging. Marston derives
a parametric representation of q(�c) which is in good agreement with the experimental data:

q=N [2(N 2 − sin2 i)1=2((N 2 − sin2 i)1=2 − cos i)]−1=2 (7.16)

and

�3=180
◦

+ 2i− 4 arcsin(sin i=N ) : (7.17)

His theory predicts that as grazing incidence is approached (i → 90
◦

)

q→ qT =N (2N
2 − 2)−1=2 � 1:070 and �→ �T � 166◦ :

This is a Fock-type transition region [5] for the equatorial ray 1 (see Fig. 25); in a spherical
drop the 2-ray region is conAned to the angular interval �R6 �6 166

◦

. For qT¡q¡qc, �c
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corresponds to the merging of rays 1; 3 and 4. As i → 0
◦

,

q→ qL=

[

N

2N − 2

]1=2

; (7.18)

where qL corresponds to a “lips” event [208,230]. The interval qc¡q¡qL corresponds to the
merging of rays 2–4. Both types of merging have been photographically conArmed.
The scaling laws for the intensity (more accurately, irradiance [22]) I at the focal angles of

the A2; A3 and D
+
4 catastrophes are

I ˙

(

D

�

)p(D

R

)2

(7.19)

for Axed q, where p= 1
3
; 1
2
and 2

3
, respectively, and R is the far Aeld distance. Marston suggests

that measurements of �c − �R may be used for the inverse problem of determining q, even if
D is not well known, since �c is independent of D��.
A fascinating prediction is made on the basis of the results in these papers: for a low-altitude

sun, oblate-shaped drops might exhibit a “cusped rainbow” (A3 focus) in addition to the usual
A2 rainbow. It is suggested that this may occur for D & 1:8 mm. Further details concerning
coloration and technical details concerning, for example, the opening rate of the cusp caustic
may be found in [226–228], and references therein.
Immediately following (i.e. adjacent to) the paper by Marston and Trinh [224] was one

by Nye [230] who provided further details of the catastrophe-theoretic interpretation of their
experimental and analytical results. By examining the point of entry of the incident ray a vertical
distance j above the horizontal plane, he shows that to Arst order in j the direction cosines of
the incident ray, normal to the surface and refracted ray are the following rows of a determinant:

∣

∣

∣

∣

∣

∣

∣

∣

sin i 0 cos i

0 H=G 1

sin r H=s cos r

∣

∣

∣

∣

∣

∣

∣

∣

;

where s=D cos r and G is the radius of curvature of the surface in the vertical plane, H 2=2D.
For these three directions to be coplanar the determinant must be zero; this condition yields the
result

qc=
D

H
= sec r=

[

3N 2

4(N 2 − 1)

]1=2

; (7.20)

which reconArms the analysis of [224]. Nye further predicts the occurrence of a new phe-
nomenon (a lips event, in the terminology of [132]) as N → 2. For further details consult the
paper by Nye [230].
When rainbows are viewed in the laboratory at large distances (compared with the size of

the drop) from single water droplets they are frequently referred to as colored glarespots [231–
234]. Lock studied their formation using Mie theory and the results from the complex angular
momentum theory of Nussenzveig [231]. These caustic surfaces are formed by the light rays
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emerging from the droplet and the focusing properties of the eye. Some of the emerging rays
in the lit region form a real caustic beginning near the surface of the drop and ending on the
D7escartes ray; the remainder, traced backwards, form a virtual caustic on the rear side of the
drop and extending backward with the D7escartes ray as asymptote. These caustics then act as
real or virtual sources of the glare spots. In his paper Lock remarks that when an observer is
far from a droplet, he sees the Mie scattered intensity, whereas close to the droplet he sees
the square of the Fourier transform of the Mie scattered electric Aeld. He suggests that this
Fourier-transforming property of the eye may account for the occasional reports of the tertiary
rainbow seen in the atmosphere. Noting that the Mie inAnite series of partial waves is an exact
solution for the scattering of plane electromagnetic waves from a sphere, Lock points out that
all scattering e9ects that can possibly occur are “hidden somewhere or another” in the Mie
amplitude. The extraction of this information has been at times problematical, but by Fourier
transforming the Mie Aelds, many signals (with their own periodicity) superposed in the spatial
domain, become separated in the Fourier domain. This helps to determine the properties of
glare spots that are determined by geometrical considerations and those which may not be; in
particular a glare spot produced by rays at grazing incidence appears in the Fourier transformed
Mie Aelds was noted, the physical mechanism of which was unclear.

8.Summary

In summarizing the di9erent aspects of the rainbow discussed in this review, it seems ap-
propriate to identify some categories that, although a little vague and not mutually exclusive,
may serve to describe that phenomenon in a variety of di9erent contexts. These are somewhat
heuristic in character, but nonetheless may serve as a reminder of the many complementary
levels of description that can be appreciated from the viewpoint of mathematical physics.
A rainbow is:
(1) A concentration of light rays corresponding to a minimum (for the primary bow) of the

deviation or scattering angle D(i) as a function of the angle of incidence i; this minimum is
identiAed as the D7escartes or rainbow ray.
(2) A caustic, separating a 2-ray region from a 0-ray (or shadow) region.
(3) An integral superposition of waves over a (locally) cubic wavefront (the Airy approxi-

mation).
(4) In part, an interference problem (the origin of the supernumerary bows).
(5) A coalescence of two real saddle points.
(6) (i) A result of scattering by (or interactions with) an e9ective potential comprising a

square well and a centrifugal barrier.
(6) (ii) An example of Regge-pole dominance.
(7) Associated with tunneling in the edge domain (see Section 5.6 and Fig. 13).
(8) DeAned, to a considerable extent by the behavior of the scattering amplitude for the third

term in the Debye series expansion.
(9) A tangentially polarized circular arc.
(10) A fold di9raction catastrophe.
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Since much of this review is devoted to an exposition of the complex angular momentum
theory of the rainbow (and to a lesser extent the glory), it is of interest also to summarize
the di9erences as well as similarities between the predictions of the Airy theory (of particular
historical importance) and CAM theory:

8.1. The rainbow according to CAM theory

While conArming some aspects of the Airy theory, the method of complex angular momentum
predicts di9erences also: six major features of the CAM theory are summarized in [10]:
(i) Rainbow enhancement: The scattering amplitudes predicted by geometrical optics (the

zeroth-order WKB term) are O(
); CAM theory predicts O(
7=6), or a maximum rainbow
intensity enhancement of O(
1=3), in agreement with the Airy theory.
(ii) Rainbow width: The angular width is O(62), much narrower than the penumbral angular

width of O(6); hence only a fraction of the total scattered intensity “inhabits” a rainbow.
(iii) Rainbow polarization: CAM theory predicts that the parallel polarization intensity is

about 4% of the corresponding ‘perpendicular’ one; thus there is almost complete dominance
of the latter (for which the electric Aeld vector is tangential to the rainbow arc) in agree-
ment with observations [146,147]. While this is basically consistent with the Airy theory,
there are deviations from the latter as functions of the angle of observation and the size
parameter.
(iv) Angular distribution and supernumerary peaks: The Airy theory is valid only for large

size parameters and small deviations from �R, within the rainbow peak. Corrections to the
theory are nevertheless small here, however, for the perpendicular polarization, only becoming
signiAcant for the supernumeraries. Large deviations occur for the parallel polarization because
of the dominance of a term involving the derivative of the Airy function Ai. Indeed, CAM theory
predicts (correctly, see [127]) that the peaks for the parallel polarization are located near the
minima for the perpendicular component, and vice-versa (because constructive interference for
the latter become destructive for the former, the reTection amplitudes for the parallel polarization
change sign after going through zero at the Brewster angle).
(v) Uniform approximation: The dominant contribution to the third Debye term in the rain-

bow region is a uniform asymptotic expansion. On the bright side of the rainbow, this result
matches smoothly with the WKB approximation in the 2-ray region. On the dark side, it does so
again, this time with the damped complex saddle-point contribution. Put di9erently, di9raction
into the shadow side of a rainbow occurs by tunneling.
(vi) Higher-order rainbows: The uniform CAM theory can be extended naturally to higher-

order bows. For a Debye term of order p, the critical angle of incidence for a rainbow is, (from
Eq. (1.3), where p= k + 1)

ip= arccos

(

N 2 − 1
p2 − 1

)1=2

:

This angle increases monotonically with p, so that higher-order rainbows arise from incidence
within the edge strip. Note also that, since the angular width of the rainbow is O(p
2=3), i.e.
growing linearly with p for large values of p, the rainbow peak Tattens with increasing p
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values. Interestingly, while the intensity of higher-order rainbows decreases with p by virtue of
losses by internal reTection, this becomes less pronounced as p increases because the reTectivity
increases as the edge is approached. The deviations from the Airy theory increase with p for
both polarizations.
In many respects, the rainbow is, in physical terms at least, a simpler phenomenon than the

glory. Khare and Nussenzveig [47] list eight di9erent physical e9ects which together or in part
can contribute to this second beautiful occurrence. These are:
(i) The edge e;ect: This is the e9ect of incident rays in the domain (again, see Section 5.5

and Fig. 13). These rays are both above and below the barrier of the e9ective potential in this
domain, and correspond, respectively, to rays that are incident on the drop from within the Fock
penumbral region, and rays that reach the surface by tunneling (barrier penetration).
(ii) “Orbiting”: This applies to rays that penetrate the drop at angles close to critical; they

undergo nearly total internal reTection and consequently are able to make many circumlocutions
within the drop with appreciable damping. Mathematically, many higher-order Debye terms
contribute to this e9ect.
(iii) Axial focusing: The axial symmetry of the problem and the peripheral nature of the

leading contributions to the glory give rise to an amplitude enhancement ∼ 
1=2.
(iv) Cross-polarization: This occurs because of interference between contributions of compa-

rable magnitude from the electric and magnetic polarization components, leading to additional
structure in the glory pattern.
(v) Surface waves: These represent one of the two categories of leading contributions to the

glory (the other being complex rainbow rays: see (vi) below). These arise from Regge–Debye
poles. In addition to strictly surface waves, waves that subsequently take (or have previously
taken) additional shortcuts through the drop also must be accounted for. A limiting case is a
“glory ray” contribution, an example of which is the p=24 case for N given by Eq. (6.4),
which yields a Fock-type term (see Fig. 21).
(vi) Complex rainbow rays: These arise on the shadow side of higher-order rainbows formed

near the backward direction (for a description of these higher-order rainbows and their location
relative to the observer see [14,132,133]). Mathematically, they are complex saddle points and
physically they occur because of the 
1=6 rainbow enhancement factor [61] and the Tattening
of the rainbow peak for higher-order rainbows.
(vii) Geometrical resonances: These are closed (or nearly so) quasi-periodic orbits associated

with both the quasi-periodicity of the glory pattern and the narrow resonances or “spikes”. Such
orbits play an important role in the semi-classical description of quantization, and the study of
resonances and bound states [235].
(viii) Competitive damping: In general, the glory pattern and its polarization are functions

of both 
 and �, reTecting the interplay between several competing damping e9ects. The out-
come of such competition determines whether or not the leading term is electric or mag-
netic in character, surface-wave or rainbow-type, and the ordering of Debye contributions.
The di9erent types of damping have been noted earlier: surface waves are radiation-damped
in tangential directions; rainbow terms are damped as complex rays in the shadow of a
caustic; and all terms are subject to damping as a result of multiple internal reTections.
For 
∼ 102 surface-wave e9ects are generally dominant; rainbow e9ects are dominant for

∼ 103.
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In [47] the authors make an important point in connection with these many di9erent types
of contribution (see also [235–237]):

“The glory shows for the Arst time in optics that di9raction e9ects due to complex or-
bits (surface waves, complex rainbow rays) may be strongly dominant over geometrical
optic ray contributions (real orbits). The moral this suggests is that complex extremals of
Feynman path integrals may have to be taken into account in more general situations.”

Continuing this theme, at the end of his book [10] Nussenzveig asks the question (raised
at the beginning of this article): why complex angular momentum? He draws the conclusion
that, in part at least, it is because of the intimate relationship that exists between tunneling
and analytic continuation, noting that all descriptions of the former make use of the latter (in
one form or another). It is perhaps surprising, initially, that such ‘physical’ and ‘mathematical’
topics should be so closely related, but a moment’s reTection on both the historical and current
relationship between the two subjects indicates that this is fascinating but very natural. Indeed,
to quote from [10]:

“Ultimately, this [relationship] goes back to Euler’s great discovery of the connection
between oscillations and the exponential function, exempliAed by what has been called one
of the most beautiful formulas of mathematics, his synthesis of analysis, algebra, geometry
and arithmetic: ei�=− 1.”

It is Atting that “one of the most beautiful formulas of mathematics” should provide the basis
for a richer understanding of two of the most beautiful meteorological phenomena known.
Nussenzveig explains further why CAM theory is especially well suited to the treatment of
semiclassical problems:

“angular momentum is conjugate to the scattering angle, and the localization principle
provides a natural physical interpretation of the Poisson representation, linking Huygens’
principle with pseudoclassical paths. This allows one to combine physical insights derived
from classical wave theory and from quantum potential scattering in order to deal with
previously intractable dynamical features of di9raction.
Thus, the beautiful mathematical theory of analytical continuation provides the key to

a deeper understanding of some of the most beautiful phenomena displayed in the sky,
and also manifested in so many other ways—through all scales of size—revealing the
underlying unity of nature.”

It is quite remarkable that, despite the tremendous development of mathematical physics since
the time of Newton, he was able to express similar thoughts almost 300 years earlier when he
stated in ‘Question 31’ of “Opticks” that

“Nature is very consonant and conformable to herself.” [241]
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AppendixA. Classical scattering;the scattering cross section

Consider the problem of a particle of mass m moving under the inTuence of a central Aeld;
the path of the particle lies in one plane and its angular momentum M is conserved [238,239],
i.e. in standard notation,

M =mr2�̇= constant : (A.1)

It is well-known that this implies Kepler’s second law, namely that the radius vector of the
particle sweeps out equal areas in equal times. If V (r) is the potential Aeld in which the particle
moves, then the total energy E of the particle may be written as

E= 1
2
m(ṙ2 + r2�̇

2
) + V (r)= 1

2
mṙ2 +

M 2

2mr2
+ V (r) ; (A.2)

from which

ṙ=

√

√

√

√

{

2

m
[E − V (r)]−

(

M

mr

)2

: (A.3)

This expression can be integrated to yield the time t explicitly, or from (A.1)

�=

∫

M

r2
√

{2m[E − V (r)]− (M=r)2
dr + constant ; (A.4)

which is the general solution of the equation of the path �(r). It also follows from (A.1) that

� varies monotonically with time since �̇ never changes sign. The quantity

M 2

2mr2
+ V (r)=U (r) (A.5)
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Fig. 26. (a) The distribution of scattered particles incident from a narrow annulus of width ]b, b being the impact
parameter, located on the surface of a large sphere with center at the scattering center. (b) Two orbits for a repulsive
potential with slightly di9erent values of the impact parameter b.

Fig. 27. Relationships between the impact parameter b, the classical distance of closest approach (or outermost
radial turning point) r0, the deTection angle @ and the scattering angle �: In (a) the interaction is attractive, and
@= �; in (b) it is repulsive, and @= − 2�− �. (Redrawn from [10].)

is called the “e9ective potential”, being the sum of the central potential V (r) and the “cen-
trifugal” potential. Values of energy for which E=U (r) are intimately related to the limits
of the motion since at these values ṙ=0, thus deAning the turning points of the path. The
radial motion of the particle ranges from r=∞ to the largest root r0 of ṙ=0 (thus deAning
the classical distance of closest approach (or outermost radial turning point), and then from r0
to r=∞. The total (classical) deTection angle (see Figs. 26 and 27) is therefore

@(M)=�− 2M

∫

∞

r0

dr

r2
√

{2m[E − V (r)]− (M=r)2
: (A.6)
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The impact parameter b is deAned as b=M=mv0, where v0 is the initial speed of the particle,
so @=@(b) also. For an entirely repulsive potential, @∈ [0; �], but as pointed out in [10], it
can take arbitrarily large negative values for an attractive one, since the particle may “circle”
around the scattering center many times before Anally emerging. The relationship between the
deTection angle @ and the scattering angle � is

@=± �− 2n�; n=0; 1; 2; : : :

(see Fig. 27) where is chosen such that �∈ [0; �], its physical range of variation.
For particles with impact parameters in the range [b; b + ]b] the area of the associated

annuls is ]/=2�b|]b|; if these particles are scattered within an “onion ring” of area ]S=
2�R2 sin �|]�| (see Fig. 26), or equivalently within a solid angle ]0=2� sin �|]�|, then the
di;erential scattering cross section is deAned to be (in the appropriate limiting sense)

d/

d0
=
b csc �

|d�=db| =
b csc �

|d@=db| : (A.7)

The distribution is independent of the azimuthal angle , for a central force Aeld. Note that
for a repulsive potential inparticular, d�=db¡ 0 because the larger the impact parameter the
smaller will be the angle through which the particles are scattered in general. Note that the
total scattering cross section is obtained by integrating (A.7) over all solid angles, i.e.

/=

∫

d/

d0
d0=

∫ bmax

0

2�b

∣

∣

∣

∣

db

d�

∣

∣

∣

∣

d�=�b2max ; (A.8)

where bmax is the maximal impact parameter, i.e. if for r¿bmax the potential vanishes (as it
does for square well or barrier potentials) then particles with an impact parameter greater than
bmax are not deTected at all (at least, classically; tunneling does occur as pointed out in the
body of the article). The scattering cross section is then just the geometrical cross section of
the region; if the scattering potential has no such Anite cut-o9 then the classical scattering cross
section is inAnite. This is related to a sharp forward peaking of the di9erential cross section
[239, Chapter 5], and is one of the classical singularities in d/=d0 discussed below.

It is pointed out in [10] that there may exist several trajectories which give rise to the same
scattering angle, so (A.7) must be generalized to sum over all the impact parameters that lead
to the same angle:

d/

d0
(�)=

∑

j

bj(�)csc �

|d�=dbj|
(A.7a)

where the derivative on the right-hand side is equivalent to the Jacobian of the transformation
relating � and b. Some of these trajectories are illustrated in Fig. 28 for a typical potential
type found in atomic and nuclear scattering problems, namely an attractive outer region with a
repulsive central core (also shown schematically in the Agure, along with a typical deTection
function @(b)). It is also noted in [10] (see also [200]) that there are three di9erent types of
singularities (or caustics—a caustic is an envelope of a family of rays) associated with directions
in which the di9erential cross section diverges. These are as follows:
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Fig. 28. (a) Several di9erent paths for particle interaction with a potential composed of a repulsive inner core
(hatched region) with an attractive outer shell. (b) The corresponding deTection angle as a function of the impact
parameter b; @(b): The inset shows the typical potential shape V (r): Note that the repulsive path 2 and the attractive
paths 4 and 6 result in the same magnitude of the scattering angle |�|. Path 3 (when b= bG) is a ‘glory path’ and
path 5 (when b= bR) is a ‘rainbow path’. (Redrawn from [10].)

(I) Rainbow scattering: This is a caustic arising when �= �R, the rainbow angle; it occurs
when

(

d�

db

)

�R

=0 ; (A.9)

so that the deTection function passes through an extremum. Its name arises from the analogy
with the optical rainbow. In the “heavy-ion” scattering this caustic is referred to as Coulomb
or nuclear rainbow scattering if the extremum is a maximum or minimum, respectively [200],
and is manifested in terms of an angular distribution given by the Airy function (see Section
2.1). Clearly in view of (A.9) for � suYciently close to �R we may write

�(b) ≈ �R + 1
2
�′′(bR)(b− bR)2 ;

where b= bR when �= �R. Under these circumstances, the classical di9erential scattering cross
section is

d/

d0
≈

(

b

sin �

)

R

√

2

|�′′(bR)(�− �R)|

which diverges like |�− �R|−1=2.
(II) Glory scattering: This is a caustic caused by the vanishing of sin � in Eq. (A.7). In

terms of the deTection angle @ for non-zero impact parameter bG

@(bG)= n� (n=0;−1;−2; : : :)

so that the di9erential cross section diverges like (sin �)−1 in the precisely forward direction
(n even: forward glory scattering) or backward direction (n odd: backward glory scattering).
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Eq. (A.6) implies that @=� can only occur when b=0; this case does not constitute glory
scattering. The characteristic angular distribution behaves like a zeroth-order Bessel function
[200], where it is pointed out that nuclear rainbow scattering and backward glory scattering are
expected to be good probes of nuclear interaction at relatively short distances, as is forward
glory scattering at relatively large distances.

(III) Forward peaking: As alluded to above, scattering potentials with tails extending asymp-
totically to zero at inAnity will lead in general to a divergent forward di9erential cross section.
This is because of the accumulation of small deTections for particles with arbitrarily large
impact parameters, i.e. from (A.7a) in which some bj → ∞; � → 0 while |d�=dbj| remains
bounded. Even for cut-o9 potentials, some forward anomaly is still to be expected. There is a
fourth situation that may occur when the e9ective potential U (r)=UM (r) for a given value of
M has a relative maximum at r= r0:

(IV) Orbiting: In this case

UM (r)=E; (dUM =dr)r0 =0 :

This is interpreted as the existence of an unstable circular orbit with radius r0 [10]. Under
these circumstances the integral (A.6) diverges logarithmically at its lower limit if U ′′

M (r0) �=0.
A simple calculation yields the result that @(M) → −∞ as r → r0; this means that a particle
with this energy and angular momentum will spiral indeAnitely around the scattering center,
and taking an inAnitely long time to reach the top of the “barrier”. In addition, the inverse
function b(�) becomes inAnitely many-valued, so an inAnite number of branches contribute to
the di9erential cross section (A.7a). If UM (r) has a local minimum for r¡r0 then particles with
energy E¡UM (r0) can sustain oscillatory orbits within the potential “well”, and the unstable
circular orbit functions as a separatrix between bounded and unbounded trajectories [10] (see
also [240]). Fig. 29 illustrates connections between the e9ective potential, tunneling and the ray
picture in rainbow and glory formation.

A.1. Semi-classical considerations:a prBecis

In a sense, the semi-classical approach is the “geometric mean” between classical and quan-
tum mechanical descriptions of phenomena; while one wishes to retain the concept of particle
trajectories and their individual contributions, there is nevertheless an associated de Broglie
wavelength for each particle, so that interference and di9raction e9ects enter the picture. The
latter do so via the transition from geometrical optics to wave optics. The di9erential scat-
tering cross section is related to the quantum scattering amplitude f(k; �) and this in turn is
expressible as the familiar partial wave expansion [65]. The formal relationship between this
and the classical di9erential cross section is established using the WKB approximation and the
principle of stationary phase is used to evaluate asymptotically a certain phase integral (see [10,
Section 1.2] for further details). A point of stationary phase can be identiAed with a classical
trajectory, but if more than one such point is present (provided they are well separated and
of the Arst order) the corresponding expression for |f(k; �)|2 will contain interference terms.
This is a distinguishing feature of the ‘primitive’ semi-classical formulation, and has signiAcant
implications for e9ects (I)–(IV) noted above. The inAnite intensities (incorrectly) predicted
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Fig. 29. (a) The e9ective potential U (r; �) for a transparent sphere of radius a (similar to Fig. 13 but with
U (r; �)¿ 0 for all r and redrawn to show four ‘energy levels’, respectively, above the top of the potential well, at
the top, in the middle and at the bottom of the well. (b) The corresponding incident rays and impact parameters.
Case 2 shows a tangentially incident ray; note that in case 1 the refracted ray is shown. It passes the center at a
distance of l= b=N ; that this is the case is readily shown from simple geometry: from Snell’s law of refraction,
sin i=N sin r= b=a and since l= a sin r, the result follows. (c) Similar to (a), but with resonant wave functions
shown, corresponding to ‘family numbers’ n=0 and 1 (the latter possessing a single node). (d) The ‘tunneling’
phenomenon illustrated for an impact parameter b¿a; being multiply reTected after tunneling, between the surface
r= a and the caustic surface r= b=N (the inner turning point). ((a) and (b) redrawn from [10]; (c) and (d) from
[88].)

by geometrical optics at focal points, lines and caustics in general are “breeding grounds” for
di9raction e9ects, as are light=shadow boundaries for which geometrical optics predicts Anite
discontinuities in intensity. Such e9ects are most signiAcant when the wavelength is comparable
with (or larger than) the typical length scale for variation of the physical property of interest
(e.g. size of the scattering object). Thus a scattering object with a “sharp” boundary (relative
to one wavelength) can give rise to di;ractive scattering phenomena.

Under circumstances like those in I–IV above, the primitive semiclassical approximation
breaks down, and di9raction e9ects cannot be ignored. Although the angular ranges in which
such critical e9ects become signiAcant get narrower as the wavelength decreases, the di9erential
cross section can oscillate very rapidly and become very large within these ranges. As such the
latter are associated with very prominent features and in principle represent important probes
of the potential, especially at small distances. The important paper by Ford and Wheeler [19]
contained transitional asymptotic approximations to the scattering amplitude in these ‘critical’
angular domains, but they have very narrow domains of validity, and do not match smoothly
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with neighboring ‘non-critical’ angular domains. It is therefore of considerable importance to
seek uniform asymptotic approximations that by deAnition do not su9er from these failings.
Fortunately, the problem of plane wave scattering by a homogeneous sphere exhibits all of the
critical scattering e9ects (and it can be solved exactly, in principle), and is therefore an ideal
laboratory in which to test the accuracy and eYcacy of the various approximations. Furthermore,
it has relevance to both quantum mechanics (as a square well or barrier problem) and optics
(Mie scattering); indeed it also serves as a model for the scattering of acoustic and elastic
waves, and was studied in the early twentieth century as a model for the di9raction of radio
waves around the surface of the earth [25] (and see Appendix C).

Appendix B. Airy functions and Fock functions

There are several di9erent notational forms for Airy functions in the literature. In the form
introduced by Airy [21], the ‘rainbow integral’ was deAned as [10,242]

Ai(z)=
31=3

�

∫

∞

0

cos(+3 + 31=3z+) d+ ; (B.1)

where the above form y=Ai(z) is a particular solution (for real z) satisfying the “wound
healing” di9erential equation

d2y

dz2
+ zy=0 (B.2)

(so-called because it provides a transition between discontinuous potentials or other spatial fea-
tures). A second linearly independent solution is denoted by Bi(z). The Airy functions Ai(z)
and Bi(z) are entire transcendental functions of z and are real when z is real. They may be
expressed as linear combinations of Bessel functions of order ±1

3
; either in terms of modiAed

Bessel functions (for argument z) or ordinary Bessel functions (for argument −z). Their deriva-
tives are correspondingly expressible in terms of Bessel functions of order ±2

3
(Bowman et al.).

The more general form of (B.1) for complex values of z is (see also (B.6) below), together
with a rather more complicated expression for Bi(z).

Ai(z)=
1

2�i

∫

∞ei�=3

∞e−i�=3

exp

(

1

3
+3 − z+

)

d+ :

The general solution of (B.2) may be written as

y(z)= z1=2[c1J1=3(>) + c2Y1=3(>)] ; (B.3)

where

>= 2
3
z3=2 :

The asymptotic expansion of Ai(z) for large |z| is [243]

Ai(z) ≈ 1
2
�−1=2z−1=4e−>[1 +O(>−1)] (B.4)
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for |arg z|¡�, and

(4) Ai(−z)≈ �−1=2z−1=4
{

sin
(

>+
�

4

)

[1 +O(>−1)]− cos
(

>+
�

4

)

O(>−1)
}

: (B.5)

An alternative form for the Airy integral, used by van de Hulst [7], is

f(z̃)=

∫

∞

0

cos
[�

2
(z̃+− +3)

]

d+ :

Jackson [35] uses the form [243]

Ai(−z)= 1

�

∫

∞

0

cos

(

+3

3
− z+

)

d+ (B.6)

where

z=(2k2a2=�′′(�0))
1=3(�− �0)

(where z̃=(12=�2)1=3z; and f(z̃)= (2�2=3)1=3Ai(−z)).
The Fock functions are deAned as [244]

(5) f(z)=
e−i�=6

2�

∫

F

eiz+

Ai(+e2i�=3)
d+

g(z)=−ei�=6

2�

∫

F

eiz+

Ai′(+e2i�=3)
d+ ; (B.7)

where F is a contour starting at inAnity in the angular sector �=3¡ arg +¡�; passing between
the origin and the pole of the integrand nearest the origin, ending at inAnity in the angular sector
−�=3¡ arg +¡�=3. They can be generalized to include integer powers of + in the integrand.
To leading order, their asymptotic behavior is [244]

f(z)∼ 2iz exp(−iz3=3); z → −∞

∼ 0; z → ∞

and

g(z)∼ 2 exp(−iz3=3); z → −∞

∼ 0; z → ∞ :

Appendix C. The Watson transform and its modi.cation for the CAM method

The Watson transformation was originally motivated by the desire to understand di9raction
of radio waves around the Earth (prior to the discovery of the ionosphere). The topic of
primary interest was therefore the neighborhood of the Earth’s surface in the shadow zone
of the transmitter. Once the transformation to the complex l-plane had been made, with the
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corresponding freedom of path deformation, rapidly convergent asymptotic estimates could be
made by paths suitably chosen to emphasize a few dominant pole contributions as opposed
to dealing with those from many partial waves. In the shadow region the dominant (complex)
poles �n are now called Regge poles, and their imaginary part (associated with angular damping
[47]) grows rapidly with n, so as we have seen, only those few poles closest to the real axis
need to be considered. This leads to a rapidly convergent residue series, each term of which
corresponds to a “creeping wave” generated by tangentially incident rays which are radiation
damped as they travel around the surface of the sphere.

In the lit region Watson’s method fails: in addition to Regge poles the now-dominant “back-
ground integral” in the l-plane (or equivalently the �-plane, where �= l + 1

2
) must be con-

sidered. The signiAcant contributions to this integral come from saddle points which are, in
general, complex. When these are real, however, they correspond to the rays of geometrical
optics and provide the associated contributions; by taking account of higher-order terms in the
saddle-point method, the WKB series can be recovered to any desired accuracy. There is a
penumbral region between the lit and shadow regions: this was investigated by Fock [245],
who was able to describe the behavior of the wave Aeld in this region in terms of a new
function (subsequently named the Fock function; see Appendix B). It is in this region, near the
edge, that the creeping waves are generated. The Fock function interpolates smoothly between
the geometrically lit (WKB) region and the di9racted ray or creeping wave region. While sub-
sequent attempts were made to apply the method to both impenetrable and transparent spheres
([30,31]; see [47] for further references), and signiAcant advances were made, there was no the-
ory going beyond the classic Airy approximation in a comprehensive manner for all scattering
angles.

In a very comprehensive treatment of wave and particle scattering [239], Newton mentions
many of the topics contained in this review (see for example, Chapters 3, 5, 13 and 18 therein).
In particular, the latter chapter summarizes the CAM method as originally formulated by Regge,
and the reader is referred there for details of the Watson transform (unmodiAed), questions of
uniqueness, Regge poles and the Mandelstam representation. In this appendix an outline due to
Frautschi [246] is followed for the Watson transform, and further commentary on the modiAed
transform is added from [47]. There are many equivalent but seemingly di9erent representations
of the Watson–Regge transform (as it is called in [239]; see for example [247], Chapter 15 and
references in [248]); a common one will be adopted here.

We consider the partial-wave expansion of the scattering amplitude in form (5.18) (omitting
the drop diameter or well radius a):

f(k; �)=
1

2ik

∞
∑

l=0

(2l+ 1)(Sl(k)− 1)Pl(cos �) (C.1)

and consider the analytic continuation of this expression to the complex l-plane, Re l¿ − 1
2
:

This partial-wave expansion may be rewritten as an integral I(k; �) in this domain such that
each term in the summation is the residue of a pole in the contour integration; thus

I(k; �)=
1

4k

∫

C′

(2l+ 1)(Sl(k)− 1)
Pl(−cos �)

sin �l
dl ; (C.2)
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Fig. 30. The (classical) Watson transformation contour for the scattering amplitude before (P) and after deformation
away from the real l-axis. A corresponding contour applies in the complex �-plane also.

where C
′ is the contour shown in Fig. 30. This representation follows from the fact that near

the pole of the integrand at l= n¿ 0;

Pl(−cos �)

sin �l
≈ Pn(−cos �)

(−1)n�(l− n) =
Pn(cos �)

�(l− n)
and the orientation of the contour C

′, which encloses all the integers l=0–N, and the limit
N → ∞ is taken. The original expansion (C.1) is not useful for z= cos∞ → ∞ because it
converges only at small z, i.e. within the Lehmann ellipse [239,246–248], the diYculty lying
with the asymptotic behavior of Pl(z). Regge overcame this problem [249] by shifting the
contour of integration from around the real l-axis to the vertical line l= − 1

2
+ j+ i Im l; this

is satisfactory provided the contribution from the semicircular contour vanishes as l → ∞ and
any additional singularities accrued by the shift in contour are suYciently well-behaved. Regge
investigated this representation for superpositions of Yukawa potentials at large values of l; he
found that the number of poles for Re l¿N is Anite, and that the semi-circular contribution
vanished at large l for small z subject to certain technical details (see also [250–252]). Then
I(k; �) can be written as a sum over poles plus a “background integral” along Re l=− 1

2
+ j:

I(k; �)=
1

4k

∫ i∞−1=2+j

−i∞−1=2+j

(2l+ 1)(Sl(k)− 1)
Pl(−cos �)

sin �l
dl+

∑

i


i(k)

sin �5i(k)
P5i(k)(−cos �)

(C.3)
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in terms of the pole contributions 5i(k) with factor 
i. This is sometimes called the Sommerfeld–
Watson representation, and now the pole furthest to the right (51 say, with Re l¿− 1

2
) dominates

the integral, i.e. as z= cos � → ∞,

I(k; z) ∼ 
1(k)

sin �51(k)
z51 : (C.4)

In general, as noted in Section 5, for potentials which are not superpositions of Yukawas
(e.g. square well or other Anite-range potentials), the contribution from the semicircular contour
does not vanish (but see [250]). The Yukawa potentials thus are of great importance for the
Mandelstam representation [92] (which cannot exist unless I is bounded by a Anite power of
z; (C.4) is also of signiAcance in connection with relativistic scattering [246]).

To elucidate part of the physical signiAcance of (C.3), consider the inner product

Il(k)=
1

2

∫ 1

−1

Pl(z)I(k; z) dz ;

along with the relation

1

2

∫ 1

−1

Pl(z)P5(−z) dz=
sin �5

�(5− l)(5+ l+ 1)
(C.5)

where l is an integer and 5 is complex [243]. (This reduces to the standard result (−1)l=(2l+1)
as 5 → l). Consider next the contribution of one Regge pole at l= 5 to Il, namely


(k)

�(5(k)− l)(5+ l+ 1)
: (C.6)

If 5 ≈ l, this can provide a large contribution which may change rapidly with k (and hence
energy), so if there exists an energy El such that l=Re 5, then expanding 5 in a Taylor series
about El yields

5 � l+ (E − El)
d Re 5(El)

dE
+ i Im 5(El) : (C.7)

Then (B.6) can be rewritten in Breit–Wigner form as




�(5+ l+ 1)[d Re 5(El)=dE]{E − El + iF=2} (C.8)

where

F

2
=

Im 5(El)

d Re 5(El)=dE
;

I is the resonance half-width. Interpretation of these results to trace the trajectory of the Regge
pole may be found in [246,249].

As noted in Section 5, a detailed analysis of a more e9ective version of the Watson trans-
formation appeared in 1965 [33], along with many subsequent applications (see Section 5 for
details). This modi?ed Watson transformation is based on the application of the Poisson sum
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formula [253,254] to the scattering amplitude or the wave Aeld [33]; one form of this formula
is:

∞
∑

l=0

$

(

l+
1

2
; 
; �

)

=

∞
∑

m=−∞

(−1)m
∫

∞

0

$(�; 
; �) exp(2im��) d� (C.9)

with an appropriate choice of deformed path in the complex �-plane. This choice, which is
di9erent for di9erent angular regions, leads also to Regge pole contributions and saddle-point-
dominated background integrals. Khare and Nussenzveig point out that a saddle-point on the
real axis is also a point of stationary phase in (C.9), and this characterizes an extremal path,
i.e. a ray in geometrical optics, or a classical orbit in the particle context [47]. The integer
m in (C.9) has the topological signiAcance of a winding number, which is associated with the
number of circumlocutions performed by a path around the center of the sphere. The details and
subtleties of the Regge poles for the problem of scattering by a transparent sphere, the basis of
the rainbow and the glory, are discussed in detail in Section 5.2, along with the signiAcance of
the Debye expansion in regaining rapid convergence of the residue series.

A succinct derivation of the Poisson sum formula has been provided in the book by Brink
[186], and in view of its importance in CAM theory in particular, the formal proof is presented
here (in a slightly modiAed form). From the theory of (complex) Fourier series, with standard
Dirichlet conditions applying to f(x) [255], it follows that

f(x)=

∞
∑

m=−∞

Ame
−2m�ix=L ;

where

Am=
1

L

∫ b+L

b

f(�)e2m�i�=L d� :

Note that since m and if l are integers,

f(x + l)=

∞
∑

m=−∞

Ame
−2m�ix=Le−2m�ix=L

then choosing L=1 it follows that

f(x + l)=

∞
∑

m=−∞

Ame
−2m�ix ;

where

Am=

∫ l+1

l

f(�)e2m�i� d� ;

having chosen b= l. Therefore in particular

(6) f

(

l+
1

2

)

=

∞
∑

m=−∞

Ame
−m�i =

∞
∑

m=−∞

(−1)mAm

=

∞
∑

m=−∞

(−1)m
∫ l+1

l

f(�)e2m�i� d� : (C.10)
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Hence
∞
∑

l=0

f

(

l+
1

2

)

=

∞
∑

m=−∞

(−1)m
∞
∑

l=0

∫ l+1

l

f(�)e2m�i� d�=

∞
∑

m=−∞

(−1)m
∫

∞

0

f(�)e2m�i� d�

(C.11)

and all that remains is to replace f(�) by $(�; 
; �) to recover (C.9).

Appendix D. The Chester–Friedman–Ursell (CFU)method

This technique is used when two saddle points in the complex �-plane approach one another
as a parameter governing the conTuence gradually changes. The description given in [10] is
followed here, notationally adapted to the rainbow problem. The complex integral of interest is

F(
̃; �̃)=

∫

g(�)e
̃f(�; �̃) d� ; (D.1)

where 
̃=2
, the asymptotic expansion parameter is large and positive and �̃= � − �R is an
independent parameter. In the 1-ray region (in particular), the integral is dominated by a single

saddle-point �̀= �̀(�̃); in the neighborhood of which f and g are regular, so

f(�; �̃) ≈ f(�̀; �̃) + 1
2
f��(�̀; �̃)(�− �̀)2 :

When the path of steepest descent is chosen to pass through �̀, a Gaussian-type integral occurs,

and this yields the dominant contribution to the integral F(
̃; �̃) in a range ]� about the saddle
point, where [103]

]� ∼ (
̃|f��(�̀; �̃)|)−1=2 :

The asymptotic expansion of F(
̃; �̃) then follows by standard techniques (a power-series

expansion of g about �̀ and subsequent integration term by term [104]).

By contrast, in the 2-ray region there are two saddle points (�̀
′

; �̀
′′

say) to be considered,
and provided their ranges do not overlap, their contributions are additive. When the ranges do
overlap, the above method is inapplicable because the series expansion of g has a radius of

convergence of order |�̀′ − �̀′′|: Furthermore, at conTuence (when �̃=0), the second derivative
f�� is zero, so the second term in f above becomes cubic in �. For a decreasing sequence of

?xed �̃ �=0; 
̃ can be chosen large enough so that the ranges still do not overlap (i.e. ]� → 0 as


̃→ ∞), but this does not yield a result uniformly valid in �̃. Similarly, a cubic approximation

for f(�; �̃) about �̃=0 provides only a transitional approximation for F(
̃; �̃):
The basis of the CFU method is to transform the exponent in the equation (D.1) into an

exact cubic by means of the change of variables

f(�; �̃)= 1
3
u3 − +(�̃)u+ A(�̃)

with the two saddle points transformed into ±+1=2(�̃): The essential feature is to design a map-
ping which preserves the saddle point structure [235]. Under these circumstances the mapping
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�↔ u is analytic and one-to-one near u=0: It follows eventually from (D.1) that an asymptotic
expansion of the following form is valid:

F(
̃; �̃)= exp[
̃A(�̃)]

{


̃
−1=3

[

M−1
∑

s=0

as(�̃)
̃
−s

+O(
̃
−M

)

]

Ai[
̃
2=3
+(�̃)]

+ 
̃
−2=3

[

M−1
∑

s=0

bs(�̃)
̃
−s

+O(
̃
−M

)

]

Ai′[
̃
2=3
+(�̃)]

}

:

The as and bs are the so-called ‘CFU coeYcients’ determined from the expansion of the inte-
grand after the transformation. When |z|�1 and |arg z|¡�, it is known that [243]

Ai′(z) ≈ −z1=2 Ai(z)

so that the Ai′ corrections in the expression above can become of the same order as the Ai terms.
This uniform asymptotic expansion can be matched smoothly with the results from saddle-point
analysis.
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